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Abstract In order to understand ice sheet response to climate change, it is critical to examine errors
associated with ice flow model boundary conditions and forcing. It is also important to understand how
these errors propagate through numerical ice sheet models and contribute to uncertainty in model output.
Using established uncertainty quantification methods within the Ice Sheet System Model (ISSM), we
investigate the sensitivity of ice flow within the Northeast Greenland Ice Stream (NEGIS) to key fields,
including ice viscosity and basal drag, and compare them with model sensitivity to climate forcing. In
addition, we examine how errors in model input manifest as mass flux uncertainties during a forward
simulation of the NEGIS from 1989 to 2010. Overall, we find that mass flux is most uncertain in the main
outlets, Nioghalvfjerdsbræ and Zachariæ Isstrøm, and that mass flux is most sensitive to basal drag, though
errors associated with basal drag are poorly constrained and difficult to quantify. Given our knowledge of
errors associated with the thermal properties of ice, we estimate that in the ablation area, the effects of
cryohydrologic warming contribute over 4 times more mass flux uncertainty that do errors in geothermal
heat flux. We find that NEGIS total ice discharge is associated with a 0.7 Gt/yr (2.6%) uncertainty due
to errors in geothermal heat flux and a 3.3 Gt/yr (11.6%) uncertainty due to the added effects of
cryohydrologic warming. In comparison, errors in surface mass balance contribute 4.5 Gt/yr to NEGIS total
discharge uncertainty.

1. Introduction
The Greenland Ice Sheet is amongst the largest contributors to sea level rise [Gardner et al., 2013;
Intergovernmental Panel on Climate Change, 2013], and observations indicate that its rate of ice loss has
accelerated by more than 25 Gt/yr2 during the last decade [Wouters et al., 2013; Enderlin et al., 2014]. Recent
studies have suggested that on average, 60% of this acceleration can be attributed to greater surface melt
[Enderlin et al., 2014], and 40% to ice dynamics at the ice sheet margins [Rignot et al., 2008; van den Broeke
et al., 2009; Sasgen et al., 2012]. Increased melt, both on the surface and at the ice-ocean interface, is likely
responsible for submonthly-to-decadal-scale changes in ice flow, including lubrication of the glacial bed
[Bartholomew et al., 2010; Schoof, 2010; Tedesco et al., 2012], warming of the glacial ice due to surface melt-
water drainage and refreeze at depth [Pfeffer et al., 1991; Fausto et al., 2009; Phillips et al., 2013; Bell et al.,
2014], increased runoff into the ocean [Hanna et al., 2008], grounding line retreat [Rignot et al., 2010; Holland
et al., 2008], and changes to flow resistance at the calving front [Walter et al., 2012].

Overall, the understanding of these processes and their interactions is incomplete, and it is difficult to
pinpoint which of these processes is most responsible for observed changes in ice flow. A lack of com-
prehensive spatial and temporal observational coverage over the majority of ice sheet [Bales et al., 2009;
Ettema et al., 2009; Burgess et al., 2010] contributes to this shortcoming, especially because simulations of
ice sheet flow require input of high spatial and temporal resolution, and observations are often sparse. In
addition, ice sheet models vary in their treatment of key processes (i.e., assumptions during initialization,
implementation of model forcing, choice of flow equations and sliding laws, etc.). Such differences lead to
a significant spread in model behavior and ice flow response to climate forcing [Nowicki et al., 2013]. As a
result, projections of Greenland’s sensitivity to climate change vary dramatically and are largely uncertain.

Model uncertainties are mainly rooted in input errors including temperature regime (i.e., ice viscosity, sur-
face temperature, and geothermal heat flux), surface velocity and elevation, ice thickness, ice front position,
and surface mass balance (SMB). While surface observations, including velocities [e.g., Rignot and Mouginot,
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2012], elevation [e.g., Schenk and Csatho, 2012], and SMB [e.g., Box, 2013], are relatively well known, thermal
properties (i.e., temperature, geothermal heat flux, and ice viscosity) are among the most poorly constrained
[Seroussi et al., 2013]. This is partly due to the availability of only a limited number of deep ice cores
[e. g., Greenland Ice-Core Project (Grip) Members, 1993; Dansgaard et al., 1993; Dahl-Jensen et al., 2013], which
offer the most valuable information about the internal thermal properties of the ice sheet. In addition,
geothermal heat flux itself is highly uncertain. For instance, various model estimates, including tectonic
[Pollack et al., 1993], seismic [Shapiro and Ritzwoller, 2004], and magnetic [Fox Maule et al., 2009] solutions
find little agreement. As a boundary condition of an ice sheet model, the geothermal heat flux impacts
estimates of ice viscosity and basal drag and in turn affects characteristics of ice flow [Larour et al., 2012a;
Seroussi et al., 2013].

In this study, we use uncertainty quantification (UQ) to investigate how local ice flow is affected by errors
in various model input [Larour et al., 2012b, 2012a]. UQ tools are provided by the Ice Sheet System Model
(ISSM) and supported by the Design Analysis Kit for Optimization and Terascale Applications (Dakota)
software. They rely on Monte Carlo-style sampling methods to derive uncertainties in model output, given
specified errors in the model inputs. Larour et al. [2012b] were the first to use the ISSM-Dakota framework
to compare the relative sensitivities of steady state stress balance solutions of Pine Island Glacier, West
Antarctica, to ice thickness, ice viscosity, and basal drag. They later investigated Pine Island Glacier’s mass
flux sensitivity to geothermal heat flux [Larour et al., 2012a], concluding that errors in initial ice thick-
nesses contribute most to uncertainties in steady state stress balance solutions of fast-flowing ice streams
near the margins. Schlegel et al. [2013] used UQ to investigate the impact of SMB errors on a transient
decadal-scale simulation of Northeast Greenland. Here we aim to compare these past results with uncertain-
ties due to model initial boundary conditions (i.e., basal drag and geothermal heat flux) and climate-driven
changes to the thermal ice regime. Recently, Seroussi et al. [2013] investigated the continental-scale effects
of these boundary conditions on 100 year model estimates of Greenland’s contribution to sea level rise
using parameter-space studies and concluded that basal drag and climate forcing have a stronger effect on
Greenland mass balance than does the thermal ice regime. For this study, we utilize UQ tools to further
understand how errors in different model inputs affect decadal-scale ice flow and mass outflux within one
of the most dynamically active regions of Greenland.

Our region of interest, Northeast Greenland, is distinguished by a fast-flowing ice stream that stretches
600 km upstream of three major outlet glaciers [Fahnestock et al., 2001; Joughin et al., 2001]. This area is of
interest particularly because of marginal thinning recently captured by observations and the regional
potential for dynamic drawdown of ice from Greenland’s interior [Khan et al., 2014]. Model estimates of
geothermal heat flux in this area vary substantially by more than 200% [e.g., Shapiro and Ritzwoller, 2004;
Fox Maule et al., 2009]. Such differences in geothermal flux boundary conditions result in varying estimates
of the ice sheet’s thermal regime. These inconsistencies propagate through an ice sheet model, resulting in
uncertainties in modeled ice flow [Greve and Hutter, 1995; Greve, 2005; Rogozhina et al., 2012]. Other sources
of uncertainty in ice flow models include missing processes, particularly those associated with the runoff
of surface meltwater. Surface meltwater within the ablation area finds its way through crevasses in the ice,
penetrating through the entire ice column [Phillips et al., 2013; Bell et al., 2014]. It then refreezes and releases
heat into the ice sheet [Cuffey and Paterson, 2010]. This process, known as cryohydrologic (CH) warming, is
capable of increasing the temperature of an ice column by more than 10◦C, resulting in notable enhance-
ment in ice fluidity [Phillips et al., 2010, 2013]. ISSM does not model the effects of CH refreeze on ice viscosity.
Nor does it consider the enhancement of basal sliding where meltwater reaches the bed [Bartholomew
et al., 2010; Schoof, 2010], even though observational evidence suggests that these processes are associated
with the onset of fast flow. These missing processes introduce errors into the ice flow model and ultimately
contribute to uncertainties in model estimates of ice discharge into the ocean. In this study we assess such
errors and use the ISSM-Dakota framework to quantify their effects on mass flux uncertainty at three major
outlet glaciers, Nioghalvfjerdsbræ (79North), Zachariæ Isstrøm, and Storstrømmen glacier, and in the upper
branches of the Northeast Greenland Ice Stream (NEGIS) that feed these glaciers. To do so, we consider
a transient model of the NEGIS, forced with annual SMB and run for 22 years, from 1 January 1989 to
31 December 2010.

In section 1 of this study, we describe the ice flow model and the treatment of ice dynamics, thermal prop-
erties, and basal drag, as well as the methods used for UQ. In section 2, we describe the model setup, the
data sets used for initialization, boundary conditions, forcing, and associated errors. In sections 3 and 4,
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we present UQ results, focusing on the comparison between the mass flux uncertainties driven by differ-
ent sources of error in model boundary conditions that may propagate in a forward model on decadal time
scales. Finally, we conclude by discussing how each field affects model dynamics and what the resulting
sensitivities suggest about the relative importance of each field to the accuracy of ice stream simulations.

2. Model

ISSM is a thermomechanical finite-element ice flow model. It relies upon the conservation laws of momen-
tum, mass, and energy, combined with constitutive material laws and boundary conditions. The implemen-
tation of these laws and treatment of model boundary conditions are described by Larour et al. [2012c].
Below, we review the ice sheet model components pertinent to this study, namely, the stress balance, mass
transport, and thermal models.

2.1. Ice Flow Model
Here we simulate the fast-flowing NEGIS on a high-resolution mesh, with a two-dimensional (2-D)
Shelfy-Stream Approximation (SSA) [MacAyeal, 1989], implemented within ISSM [Larour et al., 2012c]. The
SSA is based on the Stokes equations and assumes that vertical shear and bridging effects are negligible.
These assumptions reduce the momentum balance equation to the desired 2-D system equations. The SSA
is well suited for the NEGIS [Schlegel et al., 2013], which has high-velocity flow, dominated by basal sliding
[Joughin et al., 2001]. The SSA is computationally efficient compared to higher-order models, which is an
advantage for running UQ methods that require a large number of samples to be run affordably [Larour
et al., 2012b]. Below, we describe how ice flow simulated with SSA is affected by the various fields of interest
in this study.

For the 2-D SSA model, ice flow is governed by the nonlinear depth-averaged effective ice viscosity 𝜂

as follows:

𝜂 = B

2 �̇�
n−1

n
e

(1)

where B is the depth-averaged ice viscosity parameter, n Glen’s law exponent, and �̇�e the effective strain
rate [Glen, 1955]. B is temperature dependent, based on best fit cubic spline between the depth-averaged
temperature and recommended values of B from Paterson [1994, p. 97]. In the 2-D model, B is determined
by vertically averaging the thermal steady state ice temperatures. During all forward runs, ice temperatures,
and therefore B, remain fixed through time.

In order to determine ice temperatures, we calculate a thermal steady state condition for the ice sheet. Our
thermal model, described in Larour et al. [2012c], includes advection and diffusion in all three directions.
Three-dimensional (3-D) transport velocities are calculated using a stress balance model, forced by observed
surface velocities and an initial estimate of basal drag. In order to determine a thermal steady state, these
conditions are assumed constant, resulting in the simplified steady state energy equation:

𝜌c v ⋅ ∇T = kthΔT + Φ (2)

where T is the temperature of ice, v the velocity vector, kth the ice thermal conductivity, c the ice heat
capacity, Φ the deformational heating, 𝜌 the ice density, Δ the Laplace operator, and ∇ the gradient
operator.

At the surface boundary of the thermal model, temperature is prescribed as a Dirichlet boundary condition,
equal to mean surface air temperature. At the base, the following heat flux is applied through a Neumann
boundary condition:

kth∇T ⋅ n = G − 𝝉b ⋅ vb (3)

where −𝝉b ⋅ vb is the heat generated by friction at the base, vb is the basal velocity vector tangential to the
glacier base plane, 𝝉b the tangential component of the external force 𝝈 ⋅ n, G the geothermal heat flux, and
n the normal vector to the ice-bedrock interface. The fields 𝝉b and vb are related as follows:

𝝉b = −𝛼2Nvb (4)
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where 𝛼 is defined as an empirically derived basal drag coefficient [Cuffey and Paterson, 2010] and N is the
effective pressure of the water at the glacier base. Since the calculation of effective pressure requires a full
hydrological model not yet available in ISSM, it is approximated by N = g(𝜌H + 𝜌wzb) [Cuffey and Paterson,
2010], where H is ice thickness, 𝜌w is the density of water, g is gravity, and zb is bedrock elevation relative to
sea level. Here zb is equal to zero at sea level and negative below sea level. In ISSM, during a forward run, the
ice sheet geometry changes with time, and the values of H and N are updated accordingly. At the ice-sea
water interface, depth-integrated water pressure is imposed. On all other boundaries where stresses are
not specified, Dirichlet boundary conditions equal to observed velocities are prescribed. The determination
of the parameter 𝛼 relies on inverse methods [MacAyeal, 1993], following Morlighem et al. [2010], where
we choose the spatially varying 𝛼 field required to match interferometric synthetic aperture radar (InSAR)
surface velocities.

During forward simulations of the Greenland continental model, only SMB is forced through time. During
forward simulations of the regional model, we impose Dirichlet boundary conditions for ice velocity and
thickness at all ice-ice interfaces. Velocities everywhere else on the domain are allowed to evolve freely
during the forward run. The model does not include bedrock deformation or migrating boundaries, thus the
bed geometry and the ice front position are imposed and fixed in time. Throughout the simulation, all ice
is assumed to be grounded. Changes in SMB are communicated to the ice flow through the mass transport
model, which is driven by mass conservation as follows:

𝜕H
𝜕t

= Ṁs − ∇ ⋅ Hv (5)

where v =
(

u, v
)

is the vertically averaged horizontal velocity and Ṁs the surface mass balance (m/yr ice
equivalent).

2.2. Uncertainty Quantification
Uncertainty quantification (UQ) is a nondeterministic analysis used to characterize how input errors forward
propagate through a computational model, with the ultimate goal of statistically assessing how errors and
assumptions affect model outputs or results. ISSM UQ methods are based on the Dakota software [Eldred
et al., 2008]. The Dakota-based UQ methods focus specifically on the forward propagation of input errors.
Dakota is responsible for taking given probabilistic or interval information on inputs and mapping them
through the computational model by repeatedly running the same model many times. With each run, the
model is perturbed, and the resulting collection of model results is used to assess statistics or intervals on
model outputs. These types of forward analyses are computationally demanding, so it is advantageous to
run a simple, highly efficient simulation that is also capable of capturing the intended model physics.

Dakota UQ methods used in this study include sampling and sensitivity analyses. We respectively rely
on these analyses to (1) identify how variations in model fields impact uncertainty in NEGIS ice flow and
(2) understand the sensitivity of NEGIS ice flow to local variations in model fields. These analyses are
carried out on equal area partitions of the model domain in order to remove area-specific dependencies
(see section 3.3.2).

The first type of UQ, sampling analysis, quantifies how input errors propagate through a model to impact
specified model output. It is a Monte Carlo style methodology that relies on repeated execution of the
same model or samples, where input variables are perturbed by different amounts at each partition for
each individual run. Input values are perturbed randomly within a prescribed range (described by a
statistical distribution, e.g., normal or uniform), separately for each partition. Resulting statistics, including
means, standard deviations, and cumulative distribution functions, are calculated after all the sample runs
are completed.

By definition, normal distributions cluster around 𝜇 and decrease toward the tails in a Gaussian bell curve,
where 99.73% of the data fall within 𝜇 ± 3𝜎. For uniform distributions, probability of occurrence is equal for
any given value within a given range around the average, 𝜇. In this study, we sample the ice viscosity param-
eter using a uniform distribution, because errors are inferred from difference margins between two model
solutions (see section 3.3.2). For the basal drag coefficient and SMB, we sample using a normal distribution.

For each sample, we determine the value of the model perturbation as follows. At the beginning of a sam-
ple run for a particular field ( ), the Dakota software chooses random percentage perturbation Pi at each
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partition i that falls within a normal or uniform distribution such that

𝜇i = 1

𝜎i =
ei

| (i)| (6)

where 𝜇i is the average value of the distribution scaled to 1, 𝜎i is the corresponding scaled standard devia-
tion, and ei is the standard error. Generation of the Pi values relies on a binned Latin Hypercube Sampling
algorithm [Swiler and Wyss, 2004], and Pi remains constant for every partition over the duration of each
transient simulation. In the case that we sample multiple fields at the same time, a random Pi is chosen sep-
arately for each field (as described above) before each sample run, and mass flux uncertainty is determined
as the effect of the combined input errors.

We perturb the ice viscosity parameter and the basal drag coefficient, which are time constant fields, by
Pi during the entire simulation. Because SMB is a function of time, we set 𝜎i equal to the time mean of
the 𝜎i values (Note that this varies from the methods in Schlegel et al. [2013], where 𝜎i was calculated as the
fraction between ei and the mean 1989–2010 SMB.). This means, in the case of SMB, at a particular time step
t, we perturb the SMB value by Ṁs(t)Pi.

The second type of UQ, sensitivity analysis, computes the local derivative of model output with respect to
a model field. The spatial distribution of this derivative is assessed for the purpose of comparing how vari-
ous inputs affect flow in different locations throughout the domain. Using the established ISSM framework,
we quantify how the location of errors impact mass flux through a specified flux gate by imposing a small
change in a model field to each partition separately. Once a partition is perturbed for a particular field, one
transient run is performed and a sensitivity is assigned to that partition. This is done for every partition and
every field, resulting in one transient simulation per field per partition. Mass flux responses are determined
at the completion of each simulation.

Sensitivity value, 𝜃i , represent the magnitude of output response to a 0.1% input perturbation at each parti-
tion i. Therefore, within a particular partition, the perturbed value becomes 1.001 (i). It is important to note
that because values are perturbed by a percentage, perturbed SMB becomes more negative in the ablation
area but more positive in the accumulation area.

In addition, we use the sensitivity values to calculate maps of scaled sensitivities, SSi , which we define as
follows:

SSi =
𝜃2

i
m∑

i=1

𝜃2
i

(7)

where m is the number of domain partitions. Scaled sensitivities nondimensionally represent the relative
contributions of sensitivities throughout the domain. Since SS values over the entire domain sum to unity,
they can be used to compare the relative contribution of different model fields.

Finally, after Schlegel et al. [2013], we use the SS values to calculate radii of influence for all fields of interest.
The radius of influence is defined as the maximum distance between a flux gate and all locations with SS
values that are less than a given magnitude. Such values allow us to quantify for each field, the length-scale
of its first-order influence on a given flux gate.

3. Methods
3.1. Model Forcing
The ISSM Greenland setup and initialization is described in detail by Schlegel et al. [2013]. For the continental
model, the anisotropic mesh is made up of 72,320 elements, refined using observed surface [Scambos and
Haran, 2002] and velocity [Rignot and Mouginot, 2012] fields. Mesh resolution ranges from 1 km at steep
areas with high-velocity gradients to 15 km at the ice divide. The bedrock geometry is initialized using a
150 m gridded bedrock data from Morlighem et al. [2014]. Annual SMB forcing is provided by Box [2013].
The SMB time series is interpolated from 5 km yearly grids [Box et al., 2013; Box, 2013] and is imposed yearly
through a one-way coupling scheme [Schlegel et al., 2013]. For consistency with this SMB forcing, we use the
ice surface from Scambos and Haran [2002].
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Figure 1. Modeled ice surface elevation after relaxation for (a) the entire ice sheet and (b) the NEGIS. The NEGIS regional
model domain is outlined in gray. Also shown are the six mass flux gates assessed for UQ (white lines): one each across
79North (Gate N), Zachariæ Isstrøm (Gate Z), and Storstrømmen (Gate S) outlets; one across the northern branch (Gate
NB); and two across the main branch, one downstream (Gate MD) and one upstream (Gate MU). For comparison, we
include (c) observed surface elevation from Scambos and Haran [2002].

For thermal steady state, we use surface temperatures from Ettema et al. [2009] and geothermal
heat flux from Shapiro and Ritzwoller [2004]. For the inversion, surface velocities are from InSAR [Rignot and
Mouginot, 2012].

3.2. Relaxation
As done in Schlegel et al. [2013], we run the Greenland model to a steady state condition where the dis-
charge is equal to the total SMB forcing. Here we use an average SMB field from the years 1971 to 1988, since
during this period, Greenland’s total mass balance was close to zero [Rignot et al., 2008]. Ice temperature is
held constant throughout the simulation. Since we are interested in isolated responses to perturbed model
fields during a forward model run, we adopt this simple spinup procedure meant to relax the model to a
state where it would be in balance during the 1971–1988 period. The steady state ice sheet geometry dif-
fers from the observed ice sheet mostly at the margins (Figure 1); below 2000 m elevation the ice surface is
on average 100 m thicker and 15 m/yr slower than observations. These changes are responsible for a 3.6%
increase in volume after 6000 years of relaxation to a constant climatological forcing.

Next, the forward model is run for 170 years. The model is forced annually from 1841 to 2010. Again, ice
temperatures are held constant. The resulting states of the ice sheet (namely, ice thickness, bedrock ele-
vation, and velocities), at the end of year 1988, are the initial conditions for the UQ methods. As described
in Schlegel et al. [2013], we extract the NEGIS regional domain from the continental ice sheet at the end of
year 1988. The new domain consists of all the elements of the Greenland domain that are located within
the NEGIS drainage basin (Figure 1), a total of 3711 elements (Figure 2a). We include plots of modeled ice
thickness, velocity, and the basal drag coefficient inferred from observed ice velocities within the NEGIS
domain (Figures 2b–2d). All ice-ice boundaries are forced through time, with Dirichlet boundary conditions,
set equal to the ice velocity and thickness values that result from the continental Greenland transient run.

An analysis of modeled ice flow within the regional NEGIS domain reveals that the largest limits of SSA
appear (1) in areas of slow-moving ice along the margins [Seroussi et al., 2011] (affecting the most
narrow outlet gates along their profile margins, where there is an intense transition from high-velocity to
low-velocity flow) and (2) in the upper part of the ice stream (where vertical shearing is more intense and
surface to basal velocity differences reach up to 6% of the depth-averaged velocity) [Schlegel et al., 2013].
However, we find that in areas where the basal drag coefficient has a value of 35 (m/s)−1∕2 or less (Figure 2d),
the average difference between surface and basal velocity is 1% of the depth-averaged velocity. In the 60%
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Figure 2. (a) Model mesh, resolution ranging from 1 km at the margins to 15 km at the summit, (b) modeled ice thick-
ness after relaxation and 1000 partitions, (c) modeled velocities after relaxation, and (d) 𝛼 resulting from inversion. For
reference, mass flux gates for UQ (white lines) are also shown, and the location of P1 is highlighted as an area of min-
imum basal drag. The state of the domain, extracted from the full Greenland domain after relaxation, dictates initial
conditions for the 22 year UQ runs.
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of the domain area with a basal drag coefficient value of 75 (m/s)−1∕2 or less, the mean difference is 4% of
the depth-averaged velocity. The SSA is therefore a reasonable choice for simulating the high-velocity areas
of the NEGIS. However, we expect the ice flow located far upstream and away from the large branches of the
NEGIS to be less accurately simulated.

Note that this spinup procedure is idealized for sensitivity studies, and we do not expect the resulting mod-
eled ice sheet to have the same geometry as the actual ice sheet at the end of 1988 [Schlegel et al., 2013].
We assume that the ISSM configuration presented here resembles the state of Greenland 25 years ago
and argue that the resulting thermal and velocity regimes of the ice sheet represent reasonable starting
conditions for examining ice sensitivity to realistic errors in its forcing and boundary conditions.

3.3. Uncertainty Quantification Methods
The goals of this analysis are to assess the forward propagation of errors in the depth-averaged ice viscosity
parameter (B) and the basal drag coefficient (𝛼) in decadal-scale ice flow and to investigate how this differs
from the propagation of errors in SMB. For sensitivity studies, we focus on the spatial characteristics and
extent of the changes resulting from small perturbations in each of these fields. For sampling studies, we
consider how errors in the model fields impact mass fluxes and NEGIS mass balance.
3.3.1. Mesh Partitioning
Using the regional NEGIS domain, we bin the model vertices into equal area partitions using the Chaco:
Software for Partitioning Graphs [Hendrickson and Leland, 1995]. In Figure 2b we plot the 1000 partitions
used for UQ in this study. We choose 1000 partitions in order to capture the outlet glaciers at the finest
partition resolution possible. It is important to note, however, that in the higher elevations of the NEGIS
domain, the mesh resolution (15 km) is low compared to the resolution at lower elevations (1 km). Figure 2a
illustrates the ISSM mesh elements and vertices for the NEGIS region. This discrepancy in mesh resolution
restricts Chaco to the designation of only one ISSM mesh vertex per partition at high elevations, while in
the faster-flowing regions tens of vertices are assigned to each partition. This is evidenced in the partition
outlines in the higher elevations of the domain and should be taken into consideration when focusing on
low-resolution areas of the mesh.
3.3.2. Sampling Errors
The first set of B sampling experiments focuses on errors that are attributed to geothermal heat flux, which
we refer to as Bg. For the second set of sampling experiments, we consider errors in B that are introduced
into the model both by geothermal heat flux and the process of CH warming not simulated by the model
[Phillips et al., 2010, 2013; Bell et al., 2014]. For the application of errors associated with the process of CH
refreeze and warming, we introduce additional B error into the ablation area. We refer to this new error field
(which is equal to Bg in the accumulation area and includes CH refreeze errors only in the ablation area) as Br .
Note that because the simulations are run in 2-D, the B value is depth averaged, so all errors are effectively
applied to the entire ice column.

In Figures 3a and 3b, we plot the modeled B field within the regional NEGIS domain and the standard error
of Bg used for the sampling analyses. To determine errors in Bg, we rerun the thermal steady state calculation
using geothermal heat flux from Fox Maule et al. [2009] and calculate 3-D ice viscosity based on the resulting
temperatures. We compare these with the 3-D ice viscosity parameter resulting from the steady state calcu-
lation using Shapiro and Ritzwoller [2004]. On average, the Fox Maule et al. [2009] solution varies 17% from
the original Shapiro and Ritzwoller [2004] solution, with a maximum difference of 35%. For each partition, we
take the difference between the two solutions at every mesh vertex and assign the maximum value within
the partition, ΔBi , as our error range in Bg. The B sampling is represented by a uniform distribution centered
at the spinup value for B, and we define the total range of the error distribution to be equal to the value
of |ΔBi|.
For sampling of Br , we adopt a simple representation of error in the ablation area. Phillips et al. [2010] sug-
gest that the refreezing of surface meltwater in the ablation area could be responsible for an increase in ice
fluidity of 5 times its approximated value. Such a change is equivalent to a 42% change in the ice viscosity
parameter B [Paterson, 1994]. In order to investigate the magnitude of the uncertainty due to CH warm-
ing, we apply this extreme value as error in the ablation area. As a result, for Br in the ablation area, we set
ΔBi = 0.42, while in accumulation area, errors remain equal to the errors associated with Bg.

Because errors in basal drag are much more difficult to quantify, we choose a normal distribution using con-
stant 3𝜎 error values of 5% and 20% over the domain. These two values are chosen because, on average,
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Figure 3. (a) Ice viscosity parameter, B, estimated from thermal steady state, with areas of large cross-flow gradients
labeled as P2–P5. (b) B standard error due to geothermal heat flux (eB), determined as the standard deviation of a
uniform distribution with a total range equal to the difference between the B fields achieved when calculating thermal
steady state with two different geothermal heat flux maps. For comparison, we also include the following: (c) mean SMB
over the sampling period (1989–2010) and (d) SMB standard error (eSMB) in m/yr water equivalent. The six mass flux
gates are marked with white lines.
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the mass flux uncertainty ranges associated with 5% and 20% errors in 𝛼 are found to be comparable to
mass flux uncertainties for other fields. Ice flow is very sensitive to our choice of 𝛼, and it is the model
parameter determined by inversion of surface velocities during the model spinup. Here we include the
predetermined incremental samples of 𝛼 in the sampling analysis as references, as we find them useful
for comparison, especially when gauging the magnitude of uncertainties against the uncertainties of
other fields. For an extreme example of 𝛼, we choose a constant 150% 3𝜎 error. For this extreme case, the
distribution is uniform, in order to constrain 𝛼 to positive values.

For comparison with the above fields, we include SMB results [after Schlegel et al., 2013] using a normal
distribution. In Figures 3c and 3d, we plot the mean SMB forcing and the standard errors used for SMB
sampling. The determination of SMB errors is described in detail in Schlegel et al. [2013] [after Box, 2013].
Here we present new results for the northern and southern branches of the ice stream. In addition, for the
main branch, we present results updated from Schlegel et al. [2013]. Updates include a new model spinup
with an improved bedrock map [Morlighem et al., 2014] and an increase in the number of sample runs
(from 200 to 500).
3.3.3. Execution
To complete the UQ analysis, we force our partitioned, regional model with SMB forcing from years 1989 to
2010 (a 22 year simulation). During this period of time, we perform sensitivity and sampling analyses. Six
flux gates are positioned throughout the NEGIS domain (see Figure 1b): one across each of the major outlets
79North (Gate N), Zachariæ Isstrøm (Gate Z), and Storstrømmen (Gate S); one across the northern branch of
the NEGIS (Gate NB); and two across the main branch, one downstream (Gate MD) and one upstream (Gate
MU). All mass fluxes responses are determined at the completion of the 22 year transient runs [Schlegel et al.,
2013; Larour et al., 2012b].

We launch the transient UQ runs on the Amazon Elastic Compute Cloud (Amazon EC2), on 30 cpus for
approximately 100 h, and the NASA Advanced Supercomputing Pleiades cluster, on 60 cpus for approxi-
mately 80 h. The model time step is 1.5 days, which satisfies the Courant-Friedrichs-Lewy condition.

4. Results
4.1. Sampling Analysis
Using sampling analysis, we quantify the mass flux uncertainty at predefined gates, as propagated through a
forward model in response to random errors in model inputs. For each field, mass flux is calculated through
the six flux gates noted as white lines in Figure 1b. As in Schlegel et al. [2013], we define uncertainty as the
total range of each statistical distribution. The distribution plots represent the range and frequency of mass
flux at the end of 500 independent random transient samples. A verification test of the sampling capabilities
at the NEGIS outlet gates [after Larour et al., 2012b] confirms that 500 samples are adequate for defining a
significant uncertainty distribution of mass flux. We find that after 500 samples are completed, the standard
deviation of mass flux converges, and above 500 samples it changes by only 1% per 100 additional samples.

In Figure 4, we present the statistical distributions of mass flux uncertainty resulting from errors in 𝛼, Bg, and
Br . We include mass flux uncertainty distributions for SMB for comparison. Table 1 summarizes sampling
statistics for every field at each gate, including the mean, standard deviation, total value range, and the
minimum and maximum 95% percentile of sample mass flux values. As an example of how extreme errors in
fields may compound, we also include Figure 5. These results represent individual and combined sampling
of Br , extreme 150% 𝛼, and SMB at Gate NB.

All resulting distributions have little skew (skewness ranges from −0.10 to 0.25) with the exception of Gate
NB SMB, which has a positive skew of 0.51. The general lack of skew indicates that SSA responds linearly and
is well behaved in response to the imposed errors. This is especially true for Bg and Br sampling (Figure 4,
red/black), since the sampling distributions are forced uniformly, yet the responses are normally distributed
(little skew).

Overall, we find that Bg is associated with the lowest uncertainties, while Br is associated with larger uncer-
tainties. However, we find that the small mass flux uncertainties due to Bg are not insignificant. For all gates
except Gate MD, uncertainties are at least 500% larger than the annual internal mass flux variability of the
flux gates over the 22 year sampling period, and for Gate MD, the uncertainties are 240% larger than the
model interval mass flux variability. For Br , the outlet glaciers (i.e., Gates N and Z) account for ice flux uncer-
tainty of over 12% and 13%, respectively, about 4 times larger than Bg, and comparable to the uncertainty
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Figure 4. Histograms for sampling studies of Bg (due to error in geothermal heat flux = red), Br (due to geothermal heat flux in the accumulation area and CH
refreeze in the ablation area = black), and 𝛼 (with constant 3e𝛼 of 5% = cyan and 20% = blue), including frequencies (F) of mass flux (Mf) across the six gates
specified in Figure 1b. Results of SMB sampling (gray) are also included for comparison [Schlegel et al., 2013]. We sample a 22 year run 500 times. All runs are
forced with the same base SMB time series 1988–2010. For each sample, fields are perturbed spatially by random values falling within a distribution with standard
deviation equal to e (For error values, see Figure 3b for Bg and Figure 3d for SMB.). For Br , the error distribution is represented by a range of 42% the value of
B [Phillips et al., 2010]. For 𝛼, 3e is 5% and 20%. We provide, for Bg , Br , and 20% 𝛼, output means (𝜇) and percent uncertainty, defined as the total range of the
distribution (Δ) relative to 𝜇 (in %). Associated statistics for all fields are summarized in Table 1.

due to SMB. For these main outlet glaciers, Br uncertainty is, respectively, comparable to a 25% (not shown)
and a 20% change in 𝛼, while uncertainty in Bg is comparable to about a 5% change in 𝛼. For all upstream
gates, uncertainty in Bg is 1% or less, comparable to a 1–2% change in 𝛼 (not shown). For Gates NB, MD, and
S, which are located tens of kilometers upstream of ablation area, the uncertainties due to Br are larger than
Bg and comparable to about a 5% change in 𝛼. Since Bg is only imposed in the ablation area, these results
indicate that errors imposed tens of kilometers downstream from the gates are responsible for uncertainties
in mass flux at Gates NB, MD, and S. Gate MU, however, which is hundreds of kilometers upstream from the
ablation area, is not affected by the imposition of Br errors in the ablation area, as uncertainties due to Bg

and Br are equivalent (Table 1).

These results indicate that the areas of fast flow near the outlets are more susceptible to errors than are
the upstream areas. Indeed, with exception of the SMB uncertainty at Gate NB, it is 79North and Zachariæ
Isstrøm outlets (Gates N and Z) that are the most uncertain due to errors in Bg, Br , 𝛼, and SMB. For Bg, Br , and
SMB, the mass flux uncertainties become smaller 50–100 km upstream of the outlets (Gates S, MD, and NB
for Bg and Br), while the smallest uncertainties are found 300 km upstream of the outlets (Gate MU). This is
also the case for 𝛼, with the exception of Gate MD (which has the lowest uncertainty and is associated with
an isolated “hole” of very low sensitivity; see section 4.2 and Figure 7, Gate MD). Note that in the major-
ity of the ice stream, SSA is a reasonable choice for simulating the high-velocity ice flow, particularly the
downstream gates, where our results indicate uncertainties that are the most significant. Therefore, our
confidence in these results is high, especially for Gates NB, MD, and S. For Gates N and Z, which correspond
to narrow outlet areas of fast flow and high basal slip (Figures 2c and 2d), we have reasonable confidence in
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Table 1. Statistics for Sampling Histograms in Figure 4a

Variable Bg Br Fc 5% Fc 20% SMB

Gate N
𝜇 12.89 12.89 12.89 12.92 12.90
95% Min 12.75 12.39 12.70 12.18 12.31
95% Max 13.02 13.37 13.08 13.68 13.53
𝜎 0.083 0.31 0.11 0.45 0.38
ΔMf 0.46 1.67 0.68 2.75 2.43
ΔMf/𝜇 (%) 3.55 12.95 5.30 21.30 18.82

Gate Z
𝜇 11.59 11.61 11.59 11.61 11.60
95% Min 11.52 11.16 11.45 11.01 11.21
95% Max 11.67 12.06 11.75 12.25 12.02
𝜎 0.050 0.28 0.094 0.38 0.25
ΔMf 0.27 1.57 0.57 2.32 1.72
ΔMf/𝜇 (%) 2.30 13.56 4.94 19.95 14.80

Gate NB
𝜇 6.62 6.63 6.63 6.63 6.83
95% Min 6.60 6.51 6.54 6.32 4.77
95% Max 6.65 6.75 6.71 6.99 9.46
𝜎 0.014 0.077 0.050 0.20 1.41
ΔMf 0.090 0.51 0.27 1.05 8.63
ΔMf/𝜇 (%) 1.35 7.67 4.02 15.90 126.36

Gate MD
𝜇 14.34 14.34 14.34 14.35 14.33
95% Min 14.31 14.23 14.25 13.98 14.02
95% Max 14.36 14.45 14.43 14.71 14.66
𝜎 0.015 0.069 0.056 0.22 0.19
ΔMf 0.082 0.38 0.31 1.24 1.15
ΔMf/𝜇 (%) 0.57 2.65 2.16 8.64 8.05

Gate S
𝜇 4.09 4.09 4.09 4.09 4.09
95% Min 4.08 4.06 4.04 3.91 3.98
95% Max 4.09 4.12 4.13 4.27 4.20
𝜎 0.0032 0.017 0.028 0.11 0.067
ΔMf 0.019 0.086 0.15 0.61 0.37
ΔMf/𝜇 (%) 0.46 2.11 3.71 14.94 9.17

Gate MU
𝜇 10.07 10.07 10.07 10.08 10.07
95% Min 10.06 10.06 10.01 9.80 10.01
95% Max 10.09 10.09 10.14 10.37 10.13
𝜎 0.0070 0.0070 0.045 0.18 0.035
ΔMf 0.038 0.038 0.27 1.08 0.24
ΔMf/𝜇 (%) 0.38 0.38 2.71 10.76 2.33

NEGIS Outflux
Gates N + Z + S
𝜇 28.57 28.59 28.57 28.61 28.59
ΔMf 0.74 3.33 1.41 5.68 4.52
ΔMf/𝜇 (%) 2.60 11.65 4.93 19.84 15.81

aStatistics include the following: mean mass flux (𝜇 in Gt/yr), the
minimum and maximum mass flux values for the 95 percentile of
samples (Gt/yr), the standard deviation of the sampling distribution
(𝜎 in Gt/yr), the total range of mass flux values (ΔMf in Gt/yr), and
the percent mass flux uncertainty (defined as ΔMf/𝜇 in percent).

the results. We are least confident
about the uncertainties in mass flux at
Gate MU, which is associated with the
smallest uncertainties. This is because
Gate MU is located upstream where
mesh resolution is low, basal drag
becomes larger, and SSA begins to
break down.

Gate NB SMB results stand out as
extreme amongst the distribution
responses. At this gate, mass flux
responds dramatically to SMB errors
and uncertainties range by over 125%.
This uncertainty range is comparable
to a 150% change in the basal drag
coefficient (Figure 5). In an area 30 km
upstream of Gate NB, we find average
SMB values that are small and posi-
tive, while eSMB is greater than 0.3 m/yr
water equivalent, resulting in large
percentage perturbation (Pi) values.
For the sampling analysis, large posi-
tive Pi values in this area upstream are
responsible for a 76% increases in mass
flux through Gate NB, and large nega-
tive Pi values are responsible for a 56%
decrease in mass flux. As a result, the
Gate NB distribution has a slightly pos-
itive skew (Figure 4). Since the SMB
Pi distribution forcing is normally dis-
tributed, a skewed response indicates
that the northern branch of the NEGIS
(Gate NB) is dynamically responsive
to changes in SMB. Specifically, we
find that in agreement with Schlegel et
al. [2013], more upstream accumula-
tion drives an increase in ice flow, and
less upstream accumulation impedes
flow. Note that the response cannot be
explained by advection only, since the
ice velocity upstream is about 500 m/yr
and the local changes in ice thickness
could not advect as far as 30 km during
the 22 year sampling period.

As an example of extreme sampling, we
also include results of combined error
sampling (Figure 5). Here we focus on
Gate NB, since it was the gate affected
by a large percent uncertainty in SMB.
For this example, Br and SMB errors are
combined with a 150% error margin
in basal drag coefficient. Individu-
ally, Br , 150% change in 𝛼, and SMB,
respectively, result in approximately
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Figure 5. Histograms for sampling studies of the combination of Br , 𝛼 (e𝛼 = 150%), and SMB errors (red); 𝛼 with constant
e𝛼 = 150% (blue); Br (black); and SMB (gray) [Schlegel et al., 2013]. Histograms represent the frequencies (F) of mass flux
(Mf) across Gate NB (Figure 1b). All errors defined as for Figure 4. Mass flux means (𝜇) and percent uncertainty, defined
as total range of the distribution (Δ) relative to 𝜇 (in percent), are provided for Br , 150% 𝛼, and combined sampling.
Histogram results represent the mass flux at the end of 500 individual 22 year runs forced with the same base SMB time
series (1988–2010).

7%, 125%, and 126% uncertainty in Gate NB mass flux. Combined, we find that they contribute to 188%
uncertainty, which is equivalent to a 6𝜎 mass flux uncertainty of about 13.6 Gt/yr for the northern branch of
the NEGIS.

4.2. Sensitivity Analysis
In Figures 6–8 we plot B and 𝛼 sensitivity results for our six flux gates. These sensitivities represent the mag-
nitude of mass flux change (Gt/yr) at each gate in response to a 0.1% perturbation in B and 𝛼 in other parts
of the domain. The coloring of a particular partition indicates how a perturbation within that partition will
change the mass flux through the gate marked in white. Sensitivities for SMB at Gates N, NB, and S are also
presented, for comparison, to illustrate how mass flux sensitivities to B and 𝛼 differ from the sensitivities to
SMB (Figure 9). We include these gates because they were not presented in Schlegel et al. [2013]. Note that
the perturbation in each field is a percent value, so quantitative comparison of sensitivities between the
fields has little meaning. However, if we compare the magnitudes of the sensitivities, it is clear that small
changes to 𝛼 affect mass flux more significantly than do changes to B (Figures 6–8). It is also clear that mass
flux is least sensitive to changes in SMB (Figure 9).

Sensitivity coloring indicates whether a positive perturbation at a particular location is directly (red)
or inversely (blue) related to mass flux. For example, in Figure 6, the sensitivities for Gates N and Z are
overwhelmingly blue. These results suggest that at the outlet gates, mass flux is inversely related to pertur-
bations in B and 𝛼 at the locations shaded in blue. This general relationship also holds for the other gates
(Figures 7 and 8), though the spatial patterns vary widely for each gate. Overall, the blue shading illustrates
that an increases in the ice viscosity parameter or in the basal drag coefficient, either upstream or down-
stream of a gate, will decrease mass flux through that gate. Note that we also find red-shaded areas lateral
to the gates (e.g., Figure 7), indicating the opposite effect that an increase in either field at these locations
will result in mass flux increase at the gate. These results suggest that when lateral flow is slowed down by
increases in the ice viscosity parameter or the basal drag coefficient, less ice is advected downstream, and
as a result, ice accumulates upstream. This effect increases the local surface slope, and the ice flow becomes
more concentrated at the flux gate. As a result, we see an increase in mass flux through the gate.

Though clear similarities exist between the mass flux sensitivities for B and 𝛼, their spatial patterns differ
distinctly. For instance, we find that the B sensitivities have spatial “holes” that are located just downstream
of all gates, most strikingly at Gates NB, MD, S, and MU (Figures 7 and 8). It is important to note that the
location of these features correspond to large cross-flow gradients in B. Gate MU, for example, cuts across
a strong B gradient at the location marked P5 (Figure 3a). We find that when a sharp gradient in B occurs
within a specific partition, then the (0.1%) perturbation of B is asymmetric. As a result, the flow in the area
with the greater B value slows down. Ice is diverted toward the part of the partition with a lesser B value, and
the ice within this section speeds up. The speedup counteracts the expected slowdown due to an increase
in the ice viscosity parameter, and as a result, the overall mass flux through the gate does not change.
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Figure 6. Sensitivity (𝜃, Gt/yr) of Gates N and Z (Figure 1b) relative to error in B and 𝛼. The domain is partitioned into
1000 regions. The variable value in each partition is perturbed by 0.1% and used as forcing for a distinct model run.
Sensitivities (output:input) assess the impact of errors on the mass flux through each gate.

Similar examples can be seen downstream of Gates NB, MD, and S (Figures 7 and 8). As observed for Gate
MU, downstream of these gates, we find high-velocity flow and a relatively strong cross-flow gradient in B
(Figure 3a, P2–P4).

The sensitivities for 𝛼 reveal a similar “hole” just downstream of Gate MD (Figure 7), where we find a large
region of near-zero sensitivities. Results suggest that this feature is associated with an area of high-velocity
flow and a very low basal drag coefficient (Figures 2c and 2d, P1). In fact, the inferred values of 𝛼 are so low
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Figure 7. Sensitivity (𝜃, Gt/yr) of Gates NB and MD (Figure 1b) relative to error in B and 𝛼. The domain is partitioned
into 1000 regions. The variable value in each partition is perturbed by 0.1% and used as forcing for a distinct model run.
Sensitivities (output:input) assess the impact of errors on the mass flux through each gate.

in this region that small perturbations have very little effect on the mass flux gates upstream. This sensitivity
hole is highlighted distinctly by all scaled sensitivities plots for 𝛼 (i.e., Figures 10–12).

While perturbations in B and 𝛼 decrease mass flux both upstream and downstream of all gates, we find that
this differs significantly from how SMB affects flow (Figure 9). Specifically, an increase in SMB upstream from
the gate increases mass flux, while an increase downstream decreases the flux. In agreement with Schlegel
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Figure 8. Sensitivity (𝜃, Gt/yr) of Gates S and MU (Figure 1b) relative to error in B and 𝛼. The domain is partitioned into
1000 regions. The variable value in each partition is perturbed by 0.1% and used as forcing for a distinct model run.
Sensitivities (output:input) assess the impact of errors on the mass flux through each gate.

et al. [2013], these results indicate that changes in SMB modify the local flow by altering the surface slope
and driving stress. Note that the SMB results exhibit opposite sensitivities for partitions in the ablation area
(e.g., Gates N and NB), where SMB and the SMB perturbations are negative (Figure 3a).

The sensitivity results presented here also give us information about the spatial extent of changes to B and
𝛼. For example, we find that Gate NB, which runs across the northern branch of the NEGIS, increases in mass
flux when there is an increase in B or 𝛼 in the main trunk of the ice stream. This is indicated by the red
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Figure 9. Sensitivity (𝜃, Gt/yr) of Gates N, NB, and S (Figure 1b) relative to error in SMB after Schlegel et al. [2013]. The
domain is partitioned into 1000 regions. The variable value in each partition is perturbed by 0.1% and used as forcing for
a distinct model run.

coloring in the main trunk in Figure 7, Gate NB. This effect is also visible for Gate MD, which spans the main
trunk (Figure 7). In these plots, small positive (light red) sensitivities are found in the northern branch of the
ice stream, indicating that positive changes to B and 𝛼 in the vicinity of Gate NB can positively affect mass
flux through Gate MD.

Scaled sensitivity (SS) plots help emphasize this interconnection between flow in main trunk and within
the ice stream branches. In Figures 10–12, we plot the corresponding SS (dimensionless) for B and 𝛼. SS
are plotted on a logarithmic scale and are used to compare the spatial extent of influence of different
fields. For all gates, it is evident that the sensitivities have a large extent and that perturbations in ice flow
propagate along the high-velocity flow lines of the ice stream, where SSA is most valid. In Table 2, we
quantify the spatial extents for each gate. The table summarizes (for each field at every gate) the radius of
influence for various orders of magnitude of scaled sensitivities (as defined in section 2.2). For comparison,
we present SMB SS results in Figure 13 and include the mean SMB radii of influence for all gates in Table 2.

Results for all gates and fields suggest that though mass flux is most sensitive to local changes, it can also be
affected by very small changes that occur over 250 km away. The average first-order radius of influence for
𝛼 is 40 km, which is comparable to that of SMB (Table 2). For B, the first-order radius of influence is 61 km. In
particular, it is the Gates NB and MD which have first-order radii of influence of 92 and 80 km, respectively,
and bias the mean for B. Figure 11 indicates that the first-order extents of Gates NB and MD reach to the
merge between the main branch and the northern branch, and the second-order extents reach as far as
the margins of 79North and Zachariæ Isstrøm (Figure 11, B, pink). Because increases (decreases) in B will
lead to an overall stiffening (softening) and a thickening (thinning) of local ice, sensitivities for B include the
propagation of a local change to both velocity and thickness. Changes to 𝛼, on the other hand, affect only
local velocities to first order. These results suggest that changing B at a dynamic outlet glacier margin could
propagate 100 km upstream and affect the upstream mass flux to first order.

On average, B and 𝛼 have an overall larger extent of influence than does SMB. And although Table 2 indi-
cates that the average extent for gates are similar in value, SS results in Figures 10–12 suggest that they vary
spatially and are largely dependent on the original spatial distribution of the field’s values. Since B and 𝛼 are
constant through time, this effect is more striking. On the other hand, SMB is a transient forcing. Therefore,
we find that the SMB SS patterns are more diffuse and do not exhibit the patchwork appearance associated
with the constant fields.
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Figure 10. Scaled sensitivities (SS, unitless) of Gates N and Z (Figure 1b), calculated by scaling the square of the sensitiv-
ity values plotted in Figure 6. Scaled sensitivities sum to unity over the domain. Results are displayed on a logarithmic
scale in order to emphasize the extent of the local influence of error on each flux gate.

5. Discussion

Results illustrate that changes to the ice viscosity parameter and the basal drag coefficient affect local ice
flow, as well as nonlocal flow. For B and 𝛼, a decrease in these fields directly enhances local ice velocity. Addi-
tionally, the spatial patterns of the initial B and 𝛼 fields, especially local patterns, play an important role in
dictating how ice flow responds. These results differ from SMB sensitivity results, which suggest that mass
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Figure 11. Scaled sensitivity (SS, unitless) of Gates NB and MD (Figure 1b), calculated by scaling the square of the sensi-
tivity values plotted in Figure 7. Scaled sensitivities sum to unity over the domain. Results are displayed on a logarithmic
scale in order to emphasize the extent of the local influence of error on each flux gate.

flux is strongly affected by the spatial gradient of the change in SMB forcing. Overall, we find that in order
to accurately simulate the ice flow regime of a specific domain, the spatial variability of B, 𝛼, and SMB must
be correctly captured. We also find that local perturbations in ice flow, due to perturbations in any of these
fields, can cause secondary effects that alter the ice flow upstream and downstream, far from the original
perturbation, suggesting that they must be well represented throughout the domain. To a greater extent
than SMB, such a change in B or 𝛼 is capable of altering distant flow up to 300 km away after a period of
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Figure 12. Scaled sensitivities (SS, unitless) of Gates S and MU (Figure 1b), calculated by scaling the square of the sensi-
tivity values plotted in Figure 8. Scaled sensitivities sum to unity over the domain. Results are displayed on a logarithmic
scale in order to emphasize the local influence of error on each flux gate.

only 22 years (Table 2 and Figures 10–12). Additionally, it is clear that small changes to 𝛼 and B can affect
the flow in other branches of the ice stream. For example, an increase in either of these fields within the
NEGIS main branch causes the main branch to slow (Figure 7, Gate MD), and as a result, less ice is advected
toward the outlets. In response, the northern branch speeds up to compensate for the deficit (Figure 7,
Gate NB). These results extend our earlier findings [Schlegel et al., 2013] (which specifically focused on the

©2014. American Geophysical Union. All Rights Reserved. 20



Journal of Geophysical Research: Earth Surface 10.1002/2014JF003359

Table 2. The Maximum Radius of Influence (km) of B and 𝛼 Errors
on Ice Flux Through Six Gates, as Measured by Scaled Sensitivities
(Figures 10–12)a

Order of Magnitude −1 −2 −3 −5 −10

B

N 31.4 41.8 57.2 136.3 235.0

Z 33.5 33.5 45.0 123.5 219.6

NB 91.8 91.8 119.3 161.4 237.1

MD 80.3 93.7 178.0 187.3 253.1

S 40.2 58.8 76.3 132.8 270.4

MU 60.7 82.7 118.3 190.5 321.0

Mean 61.3 72.1 107.4 159.1 260.2

𝛼

N 41.6 57.2 68.6 136.3 260.7

Z 36.0 63.5 73.4 140.4 246.7

NB 45.6 60.5 76.6 161.4 251.7

MD 37.1 54.3 135.9 173.0 274.3

S 33.9 112.1 77.7 122.2 279.3

MU 41.7 82.7 105.2 175.5 310.5

Mean 40.2 76.6 93.8 154.5 272.5

SMB

Mean 39.1 63.7 82.9 153.1 253.9

aFor comparison, we also included the mean SMB radius of influ-
ence for each gate. Values are given for multiple orders of magnitude
of scaled sensitivities (log10, ranging from 10−1 to 10−10). For all
variables, small influences can be found as far as 250 km from the
flux gate. Errors due to 𝛼 have an average first-order radius of influ-
ence around 40 km radius, which is comparable to that of SMB. In
contrast, B errors have a larger first-order radius of influence, with
an average of 61 km. The radius of influence for B is similar to 𝛼 and
SMB in the outlets but largest upstream. In general, 𝛼 and B errors
have more extensive influences on mass flux than do SMB errors, but
relative influence of each variable is unique depending on the gate
and regional characteristics of ice flow.

effects of SMB errors on mass flux in
the main branch and at the Zachariæ
Isstrøm outlet) to the entire NEGIS
basin. Here we further exemplify that
the ice stream can dynamically accom-
modate for shifts in neighboring flow,
particularly in areas of high velocity.
Consequently, we find that ice flow
throughout the ice stream is inter-
connected, and the NEGIS is an ideal
example of these dynamics.

This is especially the case for changes
to ice flow resulting from perturba-
tions in the ice viscosity parameter.
The first-order radii for B (Table 2) and
the scaled sensitivity results for the
upstream gates (Figure 7, Gates NB
and MD, and Figure 8, Gate MU) sug-
gest that for a dynamic, fast-flowing
regime, changes to flow within tens of
kilometers from a flux gate can influ-
ence mass flux just as strongly as local
changes. For 𝛼, the results are simi-
lar, though they do not exemplify the
effect as well. Most likely this is because
B affects both the local flow properties
of the ice as well as the local thickness,
especially at the margins where ice
flow is not constrained by downstream
ice due to ISSM’s free-flux condition
at the margins [Larour et al., 2012c].
As a result, changes to B result in the
upstream propagation of changes to
local ice velocity and thickness (i.e.,

Figure 7). Overall, B sensitivities best illustrate the extensive spatial influence that small perturbations have
on nonlocal dynamics, particularly in the fastest-flowing areas of the ice stream.

While sensitivity results suggest that flow is strongly connected within a flow line, they also provide evi-
dence for a correlation between lateral flow. First, for B and 𝛼 (in contrast to the negative sensitivities in most
of the NEGIS domain), lateral ice flow has a positive sensitivity (i.e., Figure 7, Gate MD, and Figure 8, Gate MU).
This suggests that local ice flow accelerates in response to a lateral increase in B or 𝛼, as mass flux through
the gate increases in order to compensate for ice not being advected laterally. Sensitivity results also
suggest that ice flow will divert due to perturbations in B. The most striking exemplification of this is found
upstream in the main branch of the NEGIS (i.e., Figure 8, Gate MU). Just downstream of the most upstream
gate, in contrast with the negative sensitivities dominating the rest of the domain, there is an isolated
partition with a sensitivity of nearly zero. Here the spatial characteristics of B, specifically strong cross-flow
gradients (Figure 3a, P2–P5), divert flow through the gate and lead to little change in mass flux. Such con-
nections between lateral flow indicate that when forced with changes to neighboring ice properties, ice flow
is capable of dynamically compensating by deviating and altering its mass flux spatially. As a consequence,
we find that spatial variability in these fields affects the simulation of ice flow, and their transient evolution
should be taken into account in the forward modeling of a dynamic ice regime. Specifically, it is important
for models to consider how ice characteristics may change as basal hydrology and thermal conditions evolve
in response to the introduction of meltwater runoff into the subglacial system. Furthermore, results sug-
gest that flow line models, which consider only changes upstream and downstream of a particular location,
would not sufficiently simulate the dynamic behavior of an ice stream. Thus, in order to accurately capture
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Figure 13. Scaled sensitivity (SS, unitless) of Gates N, NB, and S (Figure 1b), calculated by scaling the square of the
SMB sensitivity values plotted in Figure 9. Scaled sensitivities sum to unity over the domain. Results are displayed on a
logarithmic scale in order to emphasize the extent of the local influence of error on each flux gate.

ice stream response to transient perturbations in forcing, it is necessary to use a plan view model. Similarly,
we find that in order to capture all the details of ice flow and accurately simulate this dynamic feature of the
Greenland Ice Sheet, it is important to use high-resolution spatial maps of boundary conditions and forc-
ing, particularly within the narrow outlet glaciers, where flow is the most uncertain (Figure 4). Indeed, the
radii of influence presented in Table 2 suggest that like SMB, 𝛼 should be known at a resolution of at least
40 km and B of at least 60 km, in order to accurately capture the ice flow regime. As discussed by Schlegel
et al. [2013], this is especially true considering that small changes in field values propagate along the flow,
hundreds of kilometers upstream and downstream. The case is even stronger for B and 𝛼 because such
changes are strongly linked to perturbations in lateral flow.

Overall, sensitivity results suggest that flow is most sensitive to changes in 𝛼, especially far upstream, where
errors in B and SMB are less critical (Figures 6–8). These results also suggest that mass flux is more sensitive
to B than it is to SMB. However, when we compare the uncertainties resulting from errors in SMB with errors
in B due to geothermal heat flux or CH refreeze, we find that (in agreement with Seroussi et al. [2013]) SMB is
actually responsible for more uncertainty. This is especially the case in locations where SMB is small and per-
cent errors are large (i.e., the equilibrium line or Gate NB). In these locations, errors in SMB can be significant
and are capable of driving sizable, and possibly nonlinear, changes in mass flux on decadal time scales, even
when relative sensitivities indicate that flow is less sensitive to small changes in SMB than to small changes
in the ice viscosity parameter or the basal drag coefficient. Indeed, mass flux uncertainties due to Bg errors
range from less than 1% upstream to almost 4% at the northern outlets, while Br errors result in uncertain-
ties ranging from less than 1% upstream to 13% at the northern outlets. In comparison, SMB errors range
from 2% upstream to 15% and 19% at the northern outlets to an extreme value of 126% in the northern
branch of the NEGIS (Table 1). The extreme value of mass flux uncertainty in the Northern branch of the ice
stream illustrates how spatial shifts in climate can impact the ice flow regime on decadal time scales.

In general, uncertainties in Bg are comparable to less than a 5% error in 𝛼. This suggests that since ISSM uses
inversion to calculate 𝛼 with consideration to a constant B field (after a thermal steady state is established),
error due to geothermal heat flux is not likely to affect results of a decadal-scale forward model. We find that
𝛼 and B affect ice flow similarly, and an inversion using a different B would produce 𝛼 values that directly
compensate for the modified geothermal heat flux input. Indeed, our result suggest that use of a different
geothermal heat flux would alter 𝛼 values by up to 5%, resulting in little difference between the two post-
spinup estimates of NEGIS ice flow. In contrast, estimated errors in Br affect flow in a much more significant
way, especially in the outlet glaciers. Here uncertainties in mass flux are equivalent to the uncertainties due
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to SMB errors, suggesting that in an extreme warming scenario, ice heating due to CH refreeze may be large
enough to increase marginal velocities and enhance ice discharge. As a result, we find that geothermal heat
flux map has little effect on the outcome of decadal-scale ice flow simulation in this region. In contrast, it
is the processes that may alter the spatial variation in Br , 𝛼, and SMB, especially in proximity to the outlet
glaciers that must be well represented in order to properly capture the NEGIS flow regime and its dynamic
response to transient climate conditions.

These results have implications for climate warming scenarios, especially in the ablation area where runoff
is likely to increase. Due to their low elevations and proximity to the ocean, the relatively fast-flowing out-
lets are the most susceptible to increased melt rates. Increases in melt would not only increase ice flow by
changing SMB but may also lead to decreases in 𝛼 (i.e., through basal hydrology) or B (i.e., through heating
of ice due to CH refreeze). The compound influence of these factors may be significant, especially because
these areas are both susceptible to climate change and associated with the largest uncertainties in mass
flux (see section 4.1 and Figure 4). Indeed, we find that the 𝛼 uncertainties for the outlet glaciers are nearly
double those of the gates located farther upstream. It is also clear that Br plays a much more significant role
in lower elevations, as its uncertainty is equivalent to that of SMB in proximity to the outlets. If decreases in
𝛼 or B did accompany warming along the ice sheet margins, sensitivity results suggest that this would lead
to increases in outlet discharge and in mass flux hundreds of kilometers upstream. We find that NEGIS is a
dynamically active feature and, in response to changes at the margin, is capable of advecting ice from the
ice sheet interior. If NEGIS is dynamically efficient enough to maintain contact with the North Atlantic in a
warmer climate, marginal warming could result in drawdown of ice from the ice sheet interior and thinning
at Greenland’s highest elevations. This behavior has important consequences for future mass balance pro-
jections of the Greenland Ice Sheet [Khan et al., 2014], especially because uncertainties are largest in the
ablation area. In a warming climate, the ablation area is expected to expand, and melt is expected to occur
much more frequently at higher elevations, resulting in smaller SMB, more spatial influence of CH warm-
ing and basal sliding, and larger errors associated with these processes. Results indicate that upstream mass
flux is responsive to these climate-driven changes on decadal time scales. Considering that large errors are
already associated with the prediction of future climate, it is clear that ice sheet model projections of ice
discharge are plagued with dramatic uncertainties. Likely, these uncertainties are largest for Greenland’s
high-velocity outlet glaciers, which are expected to contribute the most to changes in future sea level.

In order to illustrate how perturbations to the different fields may compound during an extreme change
in climate, we include results from a sampling experiment where Br , 𝛼, and SMB are sampled at the same
time (Figure 5). For instance, during July of 2012, the percentage of the Greenland surface exposed to melt
was the largest in recorded history [Nghiem et al., 2012], extending to over 97% of the ice sheet. In a warm-
ing climate, the frequency of such an event is expected to increase, leading to the presence of more runoff.
Increased runoff may enter the subglacial hydrological system, leading to local velocity increases due to
processes like lubrication of the bed [Zwally et al., 2002; Tedesco et al., 2012] or heating of the ice due to the
refreeze of surface runoff at depth [Phillips et al., 2013; Bell et al., 2014]. In our extreme example, 𝛼 and SMB
are separately responsible for over 120% uncertainty in mass flux in the northern branch of the NEGIS (i.e.,
Gate NB), and Br is responsible for a 7% mass flux uncertainty. Sampled together, however, these errors are
responsible for 188% uncertainty in mass flux. The resulting uncertainty is significant: at one extreme, it rep-
resents a complete shutdown of the northern branch of the NEGIS, and on the other extreme, it represents
over a doubling of mass flux. Sensitivity maps show that ice flow in the northern branch of the NEGIS is most
strongly connected with ice flow in 79North but also that it is related to flow in the main branch of the ice
stream. If the northern branch were to shut down, results suggest that it would provide less ice to 79North,
and the main branch would speed up to compensate for the deficit. This extreme forcing provides another
example of the significant mass flux uncertainties that would be associated with a changing climate. Here
we find that climate-driven processes can enhance drawdown of upstream ice and lead to an overall thin-
ning of the ice sheet. On the other hand, if the northern branch were to discharge more mass, the main
branch would slow down, leading to overall thickening.

The extreme results presented in Figure 5 also illustrate that simulated NEGIS mass fluxes are robust and
well behaved, in agreement with Schlegel et al. [2013]. In addition, we find that these mass fluxes are very
sensitive to errors in 𝛼 and fairly sensitive to errors in Br and SMB, especially near the margins. We estimate
that outlet discharge uncertainty due to Br is 3.3 Gt/yr (13% for 79North, 14% Zachariæ Isstrøm, and 2%
for Storstrømmen glacier). These discharge uncertainties are less than those associated with a 20% error in
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basal drag coefficient (5.7 Gt/yr) or those associated with SMB (4.5 Gt/yr) but more than those associated
with a 5% error in the basal drag coefficient (1.4 Gt/yr). Comparatively, we estimate uncertainties due to
errors in Bg to be the least significant, responsible for a NEGIS discharge uncertainty of only 0.7 Gt/yr. These
results confirm that since ice flow is so sensitive to 𝛼, it is an ideal parameter for inversion. Considering that
basal drag is such an important parameter in terms of simulating ice flow in a dynamically active area such
as the NEGIS, we find that the lack of knowledge about ice sheet basal conditions is a significant shortcom-
ing in the field of ice sheet modeling. The transient evolution of the hydrological system, especially in terms
of the subglacial routing and refreezing of runoff, is largely uncertain, yet critically important for determin-
ing an ice sheet’s sensitivity to climate. Indeed, mass flux may be well behaved because this study does not
consider positive feedback associated with transient processes that may play an important role in outlet
glacier acceleration (e.g., meltwater hydrology or changes to calving front and grounding line positions).
Better representation of these processes is absolutely necessary in order to improve the predictability of ice
flow models.

6. Conclusion

In this study, we simulate NEGIS ice flow from 1989 to 2010 and use uncertainty quantification tools to
investigate how errors in boundary conditions compare to the influence of climate forcing on the ice flow
in Northeast Greenland. Using sampling techniques, we estimate that outlet discharge uncertainty due to
geothermal heat flux effects on the ice viscosity parameter is 2.6% or 0.7 Gt/yr. This estimate is less than
the 5.7 Gt/yr (19.8%) uncertainty associated with a 20% error in the basal drag coefficient and less than the
3.3 Gt/yr (11.6%) uncertainty associated with additional changes in the ice viscosity parameter due to surface
meltwater subglacial drainage and refreeze. In comparison, we estimate that SMB errors are responsible for a
NEGIS total outlet discharge uncertainty of 4.5 Gt/yr. Overall, we find that geothermal heat flux has a less sig-
nificant effect on decadal-scale forward simulations of the NEGIS than do climate-driven transient processes,
especially for ice sheet models that are spunup using inversion techniques. Ice flow is generally so sensitive
to the choice of basal drag coefficient that most errors associated with geothermal heat flux will be compen-
sated for by the inversion and will be encompassed in the resulting 𝛼 field. This make 𝛼 an ideal parameter
for inversion but also highlights a critical gap in our knowledge when it comes to the basal conditions of
an ice sheet, especially since basal drag is such a significant parameter for flow in a dynamically active area
such as the NEGIS. Past results that indicate realistic errors in SMB, on the other hand, are indeed capable
of altering flow, especially in a high-velocity flow regime. Thus, care should be taken in understanding the
particular climate forcing used in ice flow models, including spatial variations and associated errors, as well
as the transient hydrological processes associated with climate warming. We find that the errors associated
with such processes, including enhancement of basal drag and the effects of cryohydrologic warming, are
also capable of altering ice discharge, yet they are not well defined or understood. In the future, such errors
must be quantified in order to accurately assess the uncertainties in ice sheet model projections.
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