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[1] Model projections of ice flow in a changing climate are dependent on model inputs
such as surface elevation, bedrock position or surface temperatures, among others.
Of all these inputs, geothermal heat flux is the one for which uncertainty is greatest. In the
area of Pine Island Glacier, Antarctica, available data sets differ by up to a factor of 2.5.
Here, we evaluate the impact of such uncertainty on ice flow, using sampling analyses
based on the Latin-Hypercube method. First, we quantify the impact of geothermal heat
flux errors on ice hardness, a thermal parameter that critically controls the magnitude of ice
flow. Second, we quantify the impact of the same errors on mass balance, specifically on
the mass flux advecting through thirteen fluxgates distributed across Pine Island Glacier.
We contrast our results with similar uncertainties generated by errors in the specification of
ice thickness. Model outputs indicate that geothermal heat flux errors yield uncertainties on
ice hardness on the order of 5–7%, with maximum uncertainty reaching 15%. Resulting
uncertainties in mass balance remain however below 1%. We discuss the uncertainty
distribution and its relationship to the amount of heat available at the base of the ice sheet
from friction, viscous and geothermal heating. We also show that comparatively, errors in
ice thickness contribute more to model uncertainty than errors in geothermal heat flux,
especially for fast-flowing ice streams.
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1. Introduction

[2] Ice flow models used to project the mass balance of
Antarctica and Greenland on decadal timescales are limited
by uncertainties in model inputs. Such inputs include the ice
sheet geometry (surface elevation, bedrock position or ice
thickness, and grounding-line position) and boundary con-
ditions (geothermal heat flux and basal drag at the ice/bed
interface as well as temperature at the surface). Traditionally,
the view was that ice thickness and surface elevation are
critical because of their role in the stress-balance equations
[MacAyeal, 1989; Blatter, 1995; Pattyn, 2003]. However,
some model inputs, such as geothermal heat flux at the base
of the ice sheet are so ill-constrained as to justify the need to
assess the impact such lack of knowledge might have on
model outputs.
[3] To specify geothermal heat flux in Antarctica, mode-

lers rely on several data sets, among them: 1) the data set by
Shapiro and Ritzwoller [2004], inferred using a global

seismic model and 2) the data set by Maule et al. [2005],
generated using satellite magnetic data. In the first data
set, uncertainty is high, with a standard deviation ranging
from 20 mW/m2 in East-Antarctica to 90 mW/m2 in West-
Antarctica, particularly in the area of Pine Island Glacier
(Figure 1). In some areas, the uncertainty is as high as
the value of the geothermal heat flux itself. The second
data set by Maule et al. [2005] is consistently lower across
Antarctica, with relative differences to Shapiro and Ritzwoller
[2004] ranging from 30% to 140%.
[4] Other types of data sets have also been used, especially

for long reconstructions of ice flow, such as in Ritz et al.
[1997, 2001], Kerr and Huybrechts [1999], Hansen and
Greve [1996], Takeda et al. [2002], or Pollard et al.
[2005]. In these simulations however, geothermal heat flux
is spatially uniform over long distances. In Antarctica, it
ranges between 42 and 60 mW/m2 in Ritz et al. [1997],
42 and 105 mW/m2 in Hansen and Greve [1996], and
54.6 mW/m2 (for the East Antarctic Ice Sheet, EAIS) and
65 mW/m2 (for the West Antarctic Ice Sheet, WAIS)
in Kerr and Huybrechts [1999]. For million-year paleo-
reconstructions, Pollard et al. [2005] used among others a
data set ranging from 55 mW/m2 in the EAIS (except West
of Victoria Land, where values reached 41 mW/m2) to
60 mW/m2 in the Trans-Antarctic mountains and 70 mW/m2

in the WAIS. For almost all of the studies cited, one of the
common findings was that geothermal heat flux does not
have a strong influence on global ice sheet volume and
extent, but rather on the pattern of basal melting rate.
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[5] On shorter timescales however (decadal to centennial),
very few studies have attempted to quantify the exact impact
of uncertainty in geothermal heat flux on the mass balance of
fast-flowing ice streams. In addition, the lack of spatial
variability exhibited by such data sets as Ritz et al. [1997,
2001], Kerr and Huybrechts [1999], Hansen and Greve
[1996], Takeda et al. [2002], and Pollard et al. [2005], is
not adapted to sensitivity studies at the local level. Parameter
space studies have of course been carried out such as in Ritz
et al. [1997, 2001], Kerr and Huybrechts [1999], and
Hansen and Greve [1996], but these studies were based on
simplified ice flow models running at coarse resolution. In
particular, these studies focused on the impact on ice volume
and extent of the entire ice sheet, not on how mass balance is
affected at the local level. Heimbach and Bugnion [2009]
were indeed the first ones to assess short-term local varia-
tions in the mass balance of a large ice sheet in response to
variations in basal friction and surface accumulation. The
approach relied on adjoint-based methods to assess sensi-
tivities, using the SImulation COde for POLythermal Ice
Sheets, SICOPOLIS [Greve, 1997a, 1997b]. For more
details on the adjoint-based method, we refer the reader to
Giering and Kaminski [1998], Utke et al. [2008], and
Hascoët [2004]. Their approach revealed sensitivities at the
local level that exhibited positive feedback when least
expected. For example, in some areas, decreasing basal
friction resulted in increases in ice sheet volume instead of
thinning, as would be expected. This reinforced the argu-
ment that further analyses of how variations in model inputs
affect local ice flow dynamics were indeed necessary.
[6] In Larour et al. [2012a], a systematic analysis of the

sensitivity of Pine Island Glacier’s mass balance (PIG) was
carried out with respect to uncertainties in ice thickness,
basal friction, and ice hardness. PIG was chosen because of

its importance in controlling the dynamics of the WAIS, and
because it is representative of fast-flowing ice streams,
which are most susceptible to evolve in the next decades to
centuries. The goal of the study was to assess the influence
of each key parameter independently, in order to quantify
error margins on key diagnostics such as mass flux across
the entire ice stream. From measurements, only uncertainties
in ice thickness were available. For basal friction and ice
hardness, arbitrary estimates were made in the level of pre-
scribed uncertainty (5%), which reduced the impact of the
sensitivity analysis to a simple comparison between equally
constrained uncertainties in three model inputs: ice thick-
ness, basal friction and ice hardness.
[7] The reason uncertainty in basal friction was unknown

is because basal friction is usually the product of a model
inversion [MacAyeal, 1993], which is computationally dif-
ficult to sample for uncertainties. Short of an inversion, basal
friction would need to be modeled, relying on an underlying
hydrological model to link water pressure to basal drag
[Johnson, 2002; Le Brocq et al., 2009]. Such a model is
currently a work in progress, and is outside of the scope of
the present study. On the other hand, there is no reason why
ice hardness uncertainty cannot be inferred from a coupled
thermomechanical model such as ISSM [Larour et al.,
2012b]. In such a thermomechanical model, uncertainties
in geothermal heat flux will propagate forward and impact
the ice hardness, one of the main outputs of the thermal
component, which in turn will impact mass balance, one of
the main outputs of the mechanical component. Our goal
here is to use the data sets that best capture the variability in
geothermal heat flux, namely the Shapiro and Ritzwoller
[2004] and Maule et al. [2005] data sets, and use them to
constrain a sampling analysis of a fast-flow capable ther-
momechanical model to significantly improve on Larour

Figure 1. Fluxgates used to compute mass fluxes on tributaries of PIG. Each gate is numbered from
1 to 13, and corresponds to one tributary. Gate 1 coincides with the ice front, and gate 2 coincides with the
1996 grounding line [Rignot, 2008a]. The gates are superimposed on an InSAR surface velocity magnitude
map of the area [Rignot, 2008a]. Sampling analyses are carried out on this glacier, based on partitioning of
the mesh into 200 equal area partitions, plotted in black.
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et al. [2012a]. The objectives are: 1) to quantify the
uncertainty in ice hardness arising from variations in geo-
thermal heat flux propagated forward through a thermal
model of PIG; and 2) to quantify the resulting uncertainty in
mass balance propagated forward through a mechanical
model. In order to assess the mass balance of PIG, we rely
on the value of the mass flux at each of thirteen fluxgates
evenly distributed across PIG (see Figure 1).
[8] In the first part of the study, we describe the model

used to capture the thermal and mechanical regime of the ice
flow as well as the state of basal friction as inverted using
InSAR surface velocities, and the sampling methods used to
compute uncertainties. In the second part, we describe the
model setup, including data sets, meshing strategies and
computational considerations. In the third part, we present
the results of our sampling analyses, first for the thermal
regime, and second for the mechanical ice flow model. In the
fourth part, we discuss the results and their implications in
terms of PIG’s mass balance and how well models are able
to capture it. We finish by concluding on the relevance of
this type of sampling studies and its impact on improving
projections of mass balance in Antarctica, and the contri-
bution to sea level rise in a changing climate.

2. Model

[9] PIG is a fast-flowing ice stream for which surface
velocities can reach up to 4,500 m/yr [Rignot, 2008a;
Joughin et al., 2010]. This ice stream exhibits intense sliding
at the ice/bed interface, with almost negligible vertical
shearing through the entire thickness. This type of ice flow
regime is well modeled using the two-dimensional (2D)
Shelfy-Stream Approximation (SSA) [MacAyeal, 1989].
Horizontal components of the velocity are assumed to be
constant through the ice thickness, and the vertical velocity
component is recovered through the incompressibility
equation. Both horizontal and vertical models are decoupled,
because we neglect bridging effects (see van der Veen and
Whillans [1989], Pattyn [2003], and Morlighem et al. [2010]
for more details), which ensures the system of equations is
computationally efficient. For more details on our imple-
mentation of these equations, we refer the reader to Larour
et al. [2012b]. The limits of SSA appear in the upper part of
the ice stream, where vertical shearing is more intense, and
higher-order ice flow models become necessary [Pattyn,
1996], as well as near the grounding line, where increas-
ing bridging effects become important, requiring the use of
full-Stokes models [Morlighem et al., 2010].
[10] It can be argued that the thermal regime will not

strongly depend on higher-order stress representations, but
more on the amount of viscous and frictional heating cap-
tured by the mechanical model and used as source terms for
the thermal model. Therefore, sampling analyses based on
this type of ice flow model are probably necessary. For the
mass balance of PIG, the question may be asked whether a
SSA approach is warranted, outside of computational con-
siderations, which obviously favor the SSA approach versus
more computationally intensive approaches such as full-
Stokes models [Morlighem et al., 2010] or hybrid models
[Pollard and DeConto, 2009; Hindmarsh, 2004]. One way
to approach this issue is to compute the magnitude of the
vertical shear (in m/yr) between the bed and the surface of

the PIG model, using a SSA model versus a full-Stokes
model [Morlighem et al., 2010]. The ratio of this shear to the
depth-averaged velocity can be seen as a rate of departure
from a plug-flow type ice flow (SSA) to the “real” ice flow
as captured by a full-Stokes model. For the entire PIG, ver-
tical shear remains lower than 1% of the overall depth-
averaged velocity, except for fluxgates 10 and 11, where it
reaches from 1% to 5% of the depth-averaged velocity.
These results are similar for mass fluxes, which depend only
on ice flow velocity (given that we assume a constant ice
density and thickness). This implies that the SSA model is
capable of efficiently capturing PIG’s mass balance, within
1% accuracy over almost the entire mesh domain. Special
attention must be however payed to gates 10 and 11, where
the model choice between SSA and full-Stokes becomes
more relevant. For the remainder of the study, we will
therefore rely on the SSA approximation to model the
mechanical response of PIG to variations in geothermal
heat flux.
[11] For the SSA model, depth-averaged viscosity m is

non-linear, and follows a Norton-Hoff law [Glen, 1955]:

m ¼ B

2 _ɛ
n�1
n
e

ð1Þ

where B is the depth-averaged ice hardness, n Glen’s law
exponent and _ɛe the effective strain rate (defined as the
second invariant of the strain rate tensor). B is temperature
dependent and follows an Arrhenius law. A full thermal
model is therefore needed to study the influence of geother-
mal heat flux on ice flow velocity. Here, we use the thermal
model described in Larour et al. [2012b] and Morlighem
et al. [2010], which includes conduction-advection in three
directions. The model is run to steady state, which simplifies
the energy equation to:

rc v � rT ¼ kthDT þ F ð2Þ

where T is the ice temperature, v the velocity vector, kth the
ice thermal conductivity, c the ice heat capacity, F the
deformational heating, r the ice density, D the Laplace
operator and r the gradient operator. We refer the reader to
Larour et al. [2012b] and Morlighem et al. [2010] for more
details on the model implementation. Here, we are inter-
ested in the boundary condition at the ice/bed interface:

kthrT � n ¼ G� tb � vb ð3Þ

where tb � vb is the heat generated by friction at the base, vb
is the basal velocity vector tangential to the glacier base
plane, tb the tangential component of the external forces � n,
n the outward pointing normal vector, G the geothermal heat
flux and n the normal vector to the ice/bed interface.
[12] Because temperature and velocity are coupled, both

mechanical and thermal models must be iterated upon until
convergence of the solution fields is satisfactory. As
described in Fastook [1993], up to 30 iterations are needed.
This makes a thermomechanical steady state solution com-
putationally challenging.
[13] In addition, the mechanical model is heavily depen-

dent on the basal drag coefficient, which is usually poorly
known, and inferred using inverse methods and observed
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surface velocities. This coefficient a relates basal stress tb to
the velocity vb at the bed/ice interface:

tb ¼ �a2vb: ð4Þ

[14] In order to determine a, we rely on inverse methods,
which have been extensively documented in MacAyeal
[1992, 1993], Rommelaere and MacAyeal [1997], Larour
et al. [2005], Vieli et al. [2006], Khazendar et al. [2007,
2009], Larour et al. [2012b], andMorlighem et al. [2010]. A
significant difference between our approach and the latter
studies is that we invert a in steady state mode, similar to
Morlighem et al. [2010]. This means that for each iteration
of the inverse method, a thermal steady state is re-computed,
using updated viscous and basal heating terms. This
approach is necessary because variations in geothermal heat
flux could have a strong influence on the distribution of heat
through the ice sheet, which would then respond in a cou-
pled thermomechanical way.
[15] Once the thermomechanical model is initialized (i.e.,

the basal drag coefficient is inverted for), we carry out two
sampling analyses. In the first one, we sample the geother-
mal heat flux according to a statistical distribution, which
reflects the internal variations and across differences
between both data sets Shapiro and Ritzwoller [2004] and
Maule et al. [2005]. For each sample, we re-compute the
thermal regime of the ice sheet, along with the resulting
depth-averaged ice hardness. We refer the reader to Larour
et al. [2012b] and Morlighem et al. [2010] for more details
on the method. Each geothermal heat flux sample is gener-
ated across the entire ice flow, assuming a normal statistical
distribution. The choice of statistical distribution is of course
critical in driving and assessing the propagation of uncer-
tainties, and special care must be taken in using the distri-
bution that best captures the uncertainty present in the
geothermal heat flux. More details regarding this choice will
be presented in Section 3 below.
[16] Each sample acquires values on a partition of the

underlying mesh (shown in Figure 1). The partitioning
algorithm is area-weighted, so that each partition of the mesh
is of equal area. This avoids introducing area dependencies
in the sampling analysis, where some partition might be
more influential because of its disproportionate area. The
mesh partition is created using the CHACO Software for
Partitioning Graphs [Hendrickson and Leland, 1995]. The
samples are generated by the DAKOTA framework [Eldred
et al., 2008] using a Latin-Hypercube engine, and output
statistics such as average and standard deviation of ice
hardness are also generated assuming best-fit to a normal
distribution. For more details on the integration of
DAKOTA, CHACO and ISSM, we refer the reader to
Larour et al. [2012a]. In short, DAKOTA is a statistical
engine that was tightly integrated within ISSM to facilitate
data management and abstraction of statistical capabilities,
with the goal of facilitating and making more robust
ensemble type runs using ice flow models. By using this
integrated framework, users can best concentrate on the
design of experiments rather than the intricacies of statistical
treatment of complex ice flow models.
[17] In the second analysis, we sample ice hardness B and

compute mass fluxes across thirteen flux gates distributed
uniformly across PIG (see Figure 1) using the 2D SSA

mechanical model. To calibrate the sampling of B, we use
the results of the previous sampling analysis, specifically the
standard deviation s and mean of B. In this second analysis,
the thermal regime remains steady state, and we rely exclu-
sively on the 2D SSA equations to model the ice flow and
corresponding mass fluxes. The goal of this analysis is to
assess the forward propagation of errors in the ice hardness
(resulting from errors in geothermal heat flux) through the
steady state mechanical ice flow model. We are specifically
interested in the impact on mass fluxes and the mass balance
of PIG.

3. Data and Model Setup

[18] The model is setup using bedrock data from the
2004/05 AGASEA/BBAS survey [Holt et al., 2006; Vaughan
et al., 2006] and completed using the 2009 Operation
IceBridge campaign data [Allen, 2009]. Surface elevation
comes from Bamber et al. [2009], surface temperatures
from Ettema et al. [2009], and InSAR surface velocities
used for inverting the basal drag coefficient come from
Rignot [2008b].
[19] The geothermal heat flux G used to initialize our

model needs to account for differences across both Shapiro
and Ritzwoller [2004] and Maule et al. [2005] data sets, as
well as internal variations due to errors and inconsistencies.
Figure 2 shows Probability Density Functions (PDFs) for both
data sets at the 1996 grounding line position. The Shapiro and
Ritzwoller [2004] data set (in blue) follows a log-logistic
distribution, with an average over West Antarctica of
107 mW/m2. This distribution has very high tails, reflecting
higher uncertainty at higher values of heat flux. The Maule
et al. [2005] PDF follows a normal distribution, with a
constant standard deviation of 9 mW/m2 across the entire
PIG. Given that computational capabilities in DAKOTA do
not allow for sampling of a data set that results from the
combination of several PDFs, we adopt a strategy of finding
an equivalent normal distribution that captures both internal
variations in and differences across both data sets. This new
distribution, plotted in red in Figure 2, has a mean equal to
the average of both data sets means, and a standard deviation
calibrated so that the lower tail (where the cumulative den-
sity function is equal to 0.01) is equal to the average of the
Shapiro and Ritzwoller [2004] and Maule et al. [2005] data
set tails. This new distribution is therefore centered on the
average of both data sets, and has errors associated that fall
between both data set error ranges. Unfortunately, the higher
tails of Shapiro and Ritzwoller [2004] cannot be captured by
a normal (or uniform) distribution, but our choice of mean
and standard deviation ensures that we at least offset mean
and standard deviation toward higher values as captured by
the Shapiro and Ritzwoller [2004] data set. In addition, we
also associate to the new normal distribution a uniform dis-
tribution, centered on the same average, but ranging between
�3s and 3s (where s is the standard deviation). This uniform
distribution will also be used in sampling studies, along with
the normal distribution, to test for the influence of the geo-
thermal heat flux PDD shape in model runs.
[20] The Shapiro and Ritzwoller [2004] and Maule et al.

[2005] data sets are taken from the SeaRISE project (http://
websrv.cs.umt.edu/isis/index.php/SeaRISE_Assessment, 2011),
which is regridded (using linear interpolation) from 2� � 2�
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(600 to 1,000 km) for the Shapiro and Ritzwoller [2004]
data set and 5 km for the Maule et al. [2005] data set; to
the 5 km resolution SeaRISE grid. Both data sets are then
interpolated from the SeaRISE grid onto the anisotropic
mesh (average resolution 5 km) using bilinear interpolation.
Using SeaRISE data sets ensures that the results of this study
can be replicated easily.
[21] The model mesh comprises 15,000 horizontal ele-

ments, extruded vertically over 10 layers. Horizontal reso-
lution is approximately 5 km everywhere, and vertical
resolution ranges from 300 m at the thickest places to 1 m at
the thinnest places. The number of degrees of freedom
solved for is 150,000, which requires full-use of the parallel
technologies implemented in ISSM. Indeed, using the
NASA Advanced Supercomputing (NAS) Pleiades cluster,
on 80 CPUS, each sample run takes approximately 8 s. The
number of samples used in both studies (sampling of geo-
thermal heat flux and sampling of depth-averaged ice hard-
ness) is 2,000 (see Figure 1), which takes approximately
4 hours. This number is inspired from Larour et al. [2012a],
where it was shown that statistical results were strongly
convergent when relying on 10 to 25 samples per partition.
The Larour et al. [2012a] analysis was however based on the
Monte-Carlo method. Here, we rely on the Latin-Hypercube
method, which is more efficient at sampling, and captures
distribution tails better due to its “binned” approach to
sampling. We therefore feel confident that our number of

samples is statistically significant for the type of analysis
considered here.

4. Results

[22] Results for the model initialization and model setup
are presented in Figure 3. As previously remarked, the
Maule et al. [2005] and Shapiro and Ritzwoller [2004] data
sets differ by 20 to 80 mW/m2, with the largest differences
near the boundary between PIG and Thwaites Glacier. On
the upper part of PIG’s tributaries, both data sets are similar,
with a general trend of increasing differences from North
to South. The modeled depth-averaged ice hardness B (in
kPa yr�1/3) is shown in Figure 3d. Ice hardness is computed
using the converged steady state thermomechanical ice flow
model of PIG, based on the new combined geothermal heat
flux (see Section 3) and on model inversion of the basal
drag coefficient (Figure 3e). B follows the tributaries, with
lower values in the faster-flowing parts of PIG, where fric-
tional and viscous heating are most important, resulting in
softer ice, and higher-values inland and toward the ice
divide, where temperatures are colder, and friction at the
base negligible, resulting in harder ice. The basal drag
coefficient a (in (Pa.s/m)1/2) follows similar trends, with
very low values in fast-flowing tributaries, and in the main
trunk of the glacier. Such values are indeed necessary to
capture the low-resistance of the ice/bed interface to high
driving stresses, and large resulting ice flow velocities

Figure 2. Probability density functions (PDFs) of geothermal heat flux for the Shapiro and Ritzwoller
[2004] and Maule et al. [2005] data sets (in blue and green respectively). The Maule et al. [2005] data
set carries a constant error of 27 mW/m2, which translates into a standard deviation s of 9 mW/m2 assum-
ing a Gaussian distribution of the error (3s = 27 mW/m2 for 99% of the distribution). The Shapiro and
Ritzwoller [2004] data set assumes a Log-logistic distribution of the error, which carries more elongated
upper tails. We refer the reader to Shapiro and Ritzwoller [2004] for more details on this distribution. A
PDF resulting from a combination of both data sets is displayed in red. This PDF describes a Gaussian
distribution, with the lower tail calibrated to fall between both tails of the Maule et al. [2005] Gaussian
distribution and the Shapiro and Ritzwoller [2004] log-logistic distribution. All PDFs are normalized
to 1, and are taken at the 1996 grounding line position, taken from Rignot [2008a].
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(Figure 3f). The average difference between modeled
velocity and surface velocity is approximately 20 m/yr, and
we refer the reader to Morlighem et al. [2010] for a more
detailed analysis of the basal drag coefficient patterns, as
well as implications for the dynamics of PIG.
[23] Results for the sampling analysis of geothermal heat

flux are presented in Figures 4 and 5. In Figure 4, we show
the heat flux tb � vb in mW/m2 generated by basal friction
(Figure 4a), the heat flux HTr(s _ɛ ) in W/m2 generated by
viscous deformation (Figure 4b), for reference, the uncer-
tainty in the ice thickness data set used to initialize the model
(from the 2009 Operation IceBridge campaign, courtesy of
CReSIS) based on cross-over analysis (Figure 4c), and the
uncertaintyDB/B (in %) in depth-averaged ice hardness (DB
is equal to twice the three standard deviations of the ice-
hardness output statistical distribution) (Figure 4d). In
Figure 5, we show histogram and corresponding scatterplots
for locations 1 and 2 respectively (as marked in Figure 4d).
These results show thatDB/B remains small across the entire
ice stream, ranging from 0.1% in mountainous areas to 15%
in the middle of the main glacier and most of its upstream
tributaries. These values are comparable to the magnitude of

the uncertainties found in the thickness data set (Figure 4c)
used to initialize the model, except for certain locations near
shear margins and subglacial mountain ranges where such
uncertainty can reach up to 30%. We also see that DB/B is
structured in channels that follow the main tributaries, and
matches the distribution pattern of B (Figure 3c). Both his-
tograms show Gaussian type distributions, irrespective of
their location across PIG. The corresponding scatterplots
exhibit a downward trend, which is expected, as ice hardness
should soften the warmer the ice, which should occur more
often for higher values of geothermal heat flux. Local var-
iations over short distances (5 km) are abrupt, with drops in
DB/B of almost 4 orders of magnitude between tributaries
and mountainous areas. Heat fluxes resulting from basal
friction and viscous deformation are orders of magnitude
higher than the geothermal heat flux across the main glacier
and its northern tributaries. In the interior of the ice sheet,
where ice velocity is small, geothermal heat flux and both
viscous and basal heating are on the same order of magni-
tude, which should increase the sensitivity of ice hardness
to geothermal flux errors.

Figure 3. Model inputs and results for Pine Island Glacier, West Antarctica: (a) geothermal heat flux
from Shapiro and Ritzwoller [2004] (2� � 2� resolution, downscaled to 5 km resolution using linear inter-
polation), (b) geothermal heat flux from Maule et al. [2005] (5 km resolution data set reinterpolated onto
the mesh using linear interpolation), (c) difference between Shapiro and Ritzwoller [2004] andMaule et al.
[2005] geothermal heat fluxes, (d) modeled depth-averaged ice hardness B in kPa yr�1/3, (e) basal drag
coefficient a in (Pa s/m)1/2 inverted using InSAR surface velocities from Rignot [2008a], and (f) modeled
velocity magnitude in (m/yr). The 1996 grounding line position from Rignot [2008a] is plotted in black.
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[24] Figure 6 and Table 1 present the results of the second
analysis, in which we sample ice hardness according to the
mean and standard deviation obtained from the first sam-
pling analysis. We compute corresponding output statistics
for the mass fluxes at thirteen fluxgates laid out across PIG
(Figure 1). Figure 6 shows in green the statistical distribu-
tions for each fluxgate. For comparison, we display in red
histograms from Larour et al. [2012a], in which ice thick-
ness is sampled according to cross-over errors from CReSIS.
Table 1 summarizes statistics for both sets of results, spe-
cifically the mass flux average (in Gt/yr) and corresponding
uncertainties (in %) for all thirteen fluxgates. These results
demonstrate the existence of two areas: 1) the downstream
area of PIG, near fluxgates 1–4, and fluxgates 10–13, where
mass flux uncertainty generated by errors in ice thickness are
orders of magnitude larger than uncertainties generated by
errors in geothermal heat flux; 2) the upstream area of PIG,
near fluxgates 5–9, which defines the onset of the trunk of
the glacier, where mass flux uncertainties generated by
errors in geothermal heat flux and ice thickness are on the
same order of magnitude. Both areas are well defined, and
correspond to very different types of ice flow deformation
and thermal regime. The upper part of the glacier is where
uncertainties in ice hardness are most important (near loca-
tion 2), and where internal viscous heating as well as heating
resulting from basal friction is lowest (Figure 4b). It also
corresponds to an area where geothermal heat flux is high,
and on the same order of magnitude as heating from internal
deformation and basal friction. On the other hand, the lower

part of the ice stream is where errors in ice thickness are
most important, and where viscous heating and heating
resulting from basal friction are orders of magnitude higher
than geothermal heat flux. This area will therefore be weakly
sensitive to errors in geothermal heat flux, and will be
mainly sensitive to errors in the specification of the ice sheet/
ice shelf geometry (thickness, bedrock and surface position).

5. Discussion

[25] The relative variation DB/B (Figure 4d) over PIG
appears highly dissymmetrical, with a clear cut between the
southern and northern parts of the glacier, delineated by the
central trunk of the ice stream. Figures 4a and 4b provide an
explanation for this effect, showing that heat originating
from basal friction dominates on the southern part of the
basin, which tends to dampen any variations in B due to
errors in geothermal heat flux. On the northern part of the
glacier however, heat originating from basal friction and
viscous deformation is on the same order of magnitude as
heat available from geothermal energy. The consequence is
therefore a higher sensitivity to errors in the specification of
geothermal heat flux. An analysis of the distribution histo-
grams for B at two different locations (1 and 2 in Figure 4d)
shows very similar distributions, Gaussian in nature. This
demonstrates a very linear behavior of the SSA ice flow
model with respect to errors in model inputs given the non-
linear nature of the material law used in the model. We refer
the reader to Larour et al. [2012a] for more details on this
aspect of the SSA model.

Figure 4. (a) Heat flux tb � vb (where tb and vb are respectively the friction force and velocity at the ice/
bed interface) in mW/m2 from basal friction, (b) heat flux HTr(s _ɛ) (where H is the ice thickness, s and _ɛ
the stress and strain rate tensors respectively and Tr the trace operator) in mW/m2 from viscous deforma-
tion near the ice/bed interface, (c) thickness uncertaintyDH/H (in %, logarithmic scale) for the 2009 Oper-
ation IceBridge data set, courtesy of CReSIS, computed from cross-over analysis, and (d) ice hardness
uncertainty DB/B (in %, logarithmic scale) modeled from a sampling study, where geothermal heat flux
is sampled using a uniform statistical distribution between the Maule et al. [2005] and Shapiro and
Ritzwoller [2004] data sets. For locations 1,2 (marked in yellow) corresponding ice hardness histograms
are displayed in Figures 5a and 5b, as well as scatterplots (Figures 5c and 5d).
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[26] DB/B exhibits significant variations compared to ice
thickness (see Figure 4c) only in the upper part of the trib-
utary, where relative errors in ice hardness can reach up
to 15%. The absence of reliable error estimates for the
AGASEA/BBAS survey in this area constrains our inter-
pretation of the results. In the lower part of the glacier
however, extensive cross-over error data are available from
the CReSIS data set, which shows that DH/H can reach up
to 30%, while DB/B remains below 1%. We attribute this to
the predominance of basal friction in the heat balance of the
ice sheet (see Figure 4a), which precludes any significant
variations in B from developing. It is also due to the prox-
imity of the ice shelf where errors in ice thickness are sig-
nificant, due to the transition from grounded to ungrounded
ice, which is difficult to capture in Ground Penetrating Radar
surveys of the area [Allen, 2009]. In addition, geothermal
heat flux is nil on the ice shelf, which translates into a zero
constraint on geothermal heat flux variations and should

therefore dampen the sensitivity of ice hardness to geother-
mal heat flux. However, the extent to which such lack of
variations propagate upstream is probably limited, given the
advective nature of the thermal regime near the grounding
line, where basal sliding is intense, and fast ice-flow well
developed.
[27] In terms of mass fluxes, Figure 6 and Table 1 show

that errors in the specification of ice hardness (computed
in our first sampling analysis) impact mass flux at the
13 fluxgates across PIG much less than errors in the speci-
fication of ice thickness. Once again, statistical histograms
for mass fluxes appear Gaussian in nature, which confirms
the linear behavior of the SSA model that we commented on
in the previous section. Errors in mass fluxes due to uncer-
tainties in ice hardness B are small, below 1% in general,
indicating a weak influence of the geothermal heat flux
errors on the resulting mass balance of the glacier. On the
opposite, errors in mass flux due to uncertainties in ice

Figure 5. (a, b) Ice hardness histograms for locations 1 and 2 respectively (marked yellow on Figure 4d).
The statistical bin size for each histogram is 10 samples. x-axis is depth-averaged ice hardness in kPa yr�1/3,
y-axis is the output frequency. (c, d) Scatterplots for locations 1 and 2 respectively. x-axis is the local
geothermal heat flux G (in mW/m2) as sampled using DAKOTA. y-axis is the local ice hardness response
to the sampled geothermal heat flux, using the ISSM thermomechanical steady state model.
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Figure 6
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thickness H are consistently higher than 1% on the lower
part of the ice stream, and range from 0.002% to 0.22% on
the upper part of the ice stream. As was discussed previ-
ously, reliable error estimates for the AGASEA/BBAS sur-
vey are not available, which makes any interpretation
difficult. To remedy this issue, we increased the uncertainty
on ice thickness in the upper part of PIG (where CReSIS
data becomes unavailable) to a constant 10 m everywhere,
which we used to calibrate a new statistical distribution for
ice thickness. The results of the new sampling analysis
yielded uncertainties in mass fluxes reaching 1% in the
upper gates (5–9). From these results, we conclude that ice
thickness is the most critical factor for constraining the mass
balance of PIG, with geothermal heat flux playing a signif-
icant role only in the interior of the basin.
[28] Our conclusions cannot of course be extended to

transient ice flow models, because our analysis is based on a
thermomechanical steady state regime. However, it is almost
certain that when carried forward in time, such uncertainties
will increase significantly. Further studies on transient ice
flow models are therefore strongly warranted. Factors that
could increase uncertainty include among others strong
dynamic effects that occur at the grounding line, where
studies have consistently demonstrated a strong link between
mass flux and ice thickness [Schoof, 2007a, 2007b; Nowicki
and Wingham, 2008; Durand et al., 2009], evolution of the

basal friction and resulting heat at the ice/bed interface,
evolution of the accumulation rate in the interior of the ice
sheet, where vertical advection dominates the thermal
regime, etc. Our thermomechanical steady state model pro-
vides an assessment of the uncertainty propagated in a
thermally stable ice flow. The largest uncertainty for PIG
will however originate mainly from transients in the evolu-
tion of the melting under the ice shelf. Such melting rates
have been shown to vary significantly over several decades
[Schodlok et al., 2012], and it is believed that they are
responsible for the acceleration of PIG in the past twenty
years [Rignot, 2008b]. In our model, such melting rates are
not captured, and even less so the uncertainty that they
propagate into ice flow models. This is because melting rates
are accounted for in transient ice flow models through the
mass transport equations. Such equations are used to com-
pute the thinning rate of a glacier using the depth-averaged
velocity divergence, the surface mass balance and the melt-
ing rate at the water/bed interface. In addition, strong melt-
ing rates under the ice shelf lead to the formation of cavities
under the ice shelf, as shown by recent gravity results from
Operation IceBridge [Studinger et al., 2012] and from
Jenkins et al. [2010]. With melting rates as high as 35 m/yr
[Schodlok et al., 2012], such cavities will enlarge as
grounding lines retreat, which in turn will lead to strong
variations in melting rates. Such feedback mechanisms will
strongly influence the evolution of PIG, in a way that is
currently not represented in our study.
[29] Another aspect of the study that should be investi-

gated further and that is not captured by our methodology is
the influence of the combination of uncertainties in several
inputs at the same time. Our sampling analysis is carried out
one-at-a-time for ice thickness, then for ice hardness. How-
ever, non-linear effects could probably develop in which
specific values of both inputs would yield increased varia-
tions in the mass outflux at certain gates. This could for
example occur were a geothermal heat flux maximum to
coincide with an increase in the driving stress (from thick-
ness variations) near a fluxgate. This non-linear effect is
hard to capture without some type of dynamic adaptation in
the sampling algorithm.
[30] In a similar way, our results are only valid for fast

flowing ice streams such as PIG, where internal vertical
shearing remains negligible. We therefore expect our con-
clusions to hold true for most ice streams in Antarctica, such
as ice streams flowing into the Ross and Ronne ice shelves.
This should however be tempered by the fact that our model
setup involves inversion of the basal drag coefficient. This is
a powerful method to initialize ice flow models, but it also
tends to lump into one parameter, the basal drag coefficient,
a lot of missing processes not represented in our model, as

Table 1. Mass Flux Sampling Analysis Results for the Thirteen
Fluxgates Specified in Figure 3da

Profile MG (Gt/yr) MH (Gt/yr) DMG/MG (%) DMH/MH (%)

1 53.69 53.7 0.45 5.5
2 55.75 55.76 0.44 12
3 65.48 65.48 0.64 2
4 2.396 2.396 0.24 5.9
5 6.436 6.435 1 0.22
6 3.525 3.525 0.75 0.023
7 10.89 10.89 1.2 0.06
8 2.81 2.81 0.14 0.002
9 10.36 10.36 0.37 0.1
10 9.203 9.203 0.34 1.1
11 6.354 6.354 0.068 1.4
12 3.636 3.636 0.23 4.3
13 4.607 4.607 0.66 11

aFor each fluxgate (1–13), we provide two sets of results. The first set
(MB and DMB/MB) corresponds to the mean (in Gt/yr) and relative
variation (in %) for the mass flux sampling analysis where the sampled
input parameter is ice hardness B (see Figure 6, in green). The second set
(MH and DMH/MH) corresponds to the mean and relative variation for the
mass flux sampling analysis where the sampled input parameter is ice
thickness (see Figure 6, in red). For both studies, relative mass flux
variation are computed using the statistical mean of the mass flux, and an
absolute variation DM equal to double the three standard deviations 3 s of
the mass flux distribution.

Figure 6. Histograms for mass flux sampling studies across gates specified in Figure 1. Results in red correspond to sam-
pling of the ice thickness, while results in green correspond to sampling of the depth-averaged ice hardness. For both studies,
we assume parameters can be sampled using a normal statistical distribution. For ice thickness, the three standard deviations
3 s is taken equal to half the cross-over errors of the 2009 Operation IceBridge thicknesses (courtesy of CReSIS). For ice
hardness, results of a previous sampling analysis (see Figures 4d and 5) are used to specify the mean and standard deviation.
Histograms are based on a bin size of 10. In addition to the histograms, we provide sampling analysis results such as the
mass flux statistical average (in Gt/yr), and the mass flux relative variation DM/M (in %), where DM is equal to twice
the three standard deviations 3 s of the distribution and M is the average of the mass flux. For each fluxgate, the x-axis of
the histogram corresponds to mass flux (in Gt/yr), and the y-axis is the frequency of the mass flux sample computed by
our forward ice flow model.

LAROUR ET AL.: ICE FLOW SENSITIVITY TO GEOTHERMAL HEAT F04023F04023

10 of 12



well as data set errors such as incompatibilities between
InSAR surface velocities and thickness data [Morlighem
et al., 2011; Seroussi et al., 2011]. This probably ends up
making the model overly sensitive to basal drag, and heat
resulting from friction at the ice/bed interface. Another issue
is also the fact that quantifying errors in the basal drag
coefficient is difficult, as it is not an observable quantity, but
the result of an inversion model itself based on the adjoint
of the forward mechanical ice flow model [Larour et al.,
2012b]. In order to correctly assess how much is lumped
in the basal drag coefficient, one would need to carry out an
extensive study of the uncertainty in basal friction generated
by the inversion model. This type of analysis would be
computationally expensive, as it would involve sampling of
the inversion model itself, using errors in model inputs such
as InSAR surface velocities. This lies outside the scope of
the present study, but it warrants further analysis. Similarly,
if the uncertainty in basal friction was quantified, the present
study and Larour et al. [2012a] could be the basis for an
exhaustive evaluation of how errors in basal friction, geo-
thermal heat flux and ice thickness propagate forward using
a steady state thermomechanical ice flow model.
[31] For ice flow regimes where internal vertical shearing

dominates, such as in the interior of the ice sheet where the
ice/bed interface is frozen, geothermal heat flux will cer-
tainly play a more significant role. As an example, Figure 4d
shows that in the interior of the ice sheet, at the boundary
between PIG and Thwaites Glacier, DB/B can reach values
of up to 5%. This corresponds to an area where heat from
internal deformation, basal friction and geothermal energy
are all on the same order of magnitude. It also corresponds to
a place of high basal friction (see Figure 3d) and cold rigid
ice. Although the model needs to be considered carefully in
these areas given the nature of the flow regime for an SSA
formulation, these results seem to corroborate the fact that
increased uncertainty in the mass balance of the ice sheet
will result from errors in the specification of geothermal heat
flux the more inland the area of interest lies. In addition, as
seen in Figures 3a and 3b, geothermal heat flux tends to
increase deep into the interior of the WAIS. As suggested by
the log-logistic distribution from Shapiro and Ritzwoller
[2004], uncertainties in geothermal heat flux will increase
inland, which compounds the need for further studies. This
result provides a compelling argument for the need to carry
out further extensive sampling analyses using higher-order
thermomechanical models in the interior of the WAIS,
where geothermal heat fluxes are important and poorly
constrained.

6. Conclusions

[32] For fast flowing ice streams such as PIG, our results
reveal that ice hardness is influenced by geothermal energy
in the slow moving areas of the glacier preferentially. For the
fast moving areas, this influence is reduced. In addition, we
quantify the uncertainty generated in mass fluxes across the
entire ice stream from the forward propagation of the ice
hardness errors using a steady state mechanical ice flow
model. We demonstrate that the uncertainty resulting from
ice hardness errors is smaller than the uncertainty resulting
from errors in the ice thickness. We are also able to correlate
ice hardness uncertainties to available heat at the ice/bedrock

interface from viscous heating and basal friction. However,
this correlation breaks down in the interior of the ice sheet,
where higher order models are probably needed. Our sam-
pling analyses also indicate that at any given time, mass flux
uncertainties due to geothermal heat flux errors remain
below 1%, which is smaller than the equivalent uncertainties
due to ice thickness errors. This has strong implications for
the modeling community, as our study tends to indicate that
models of mass balance in Antarctica, especially in fast
flowing ice streams, stand to gain the most from improved
constraints on ice thickness. In the interior of the ice sheet,
where geothermal energy is one of the most critical thermal
drivers, such conclusions cannot be extended, and further
sampling analyses are needed to assess which parameter is
most critical in controlling ice flow.
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